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Abstract: High Utility Itemset Mining is a challenging task as the Downward Closure Property present in frequent itemset mining does not hold here. In recent times many algorithms have been proposed for mining high utility itemsets, but most of them follow a two-phase horizontal approach in which candidate itemsets are generated first and then the actual high utility itemsets are mined by performing another database scan. This approach generates a large number of candidate itemsets which are not actual high utility itemsets thus causing memory and time overhead to process them. To overcome this problem we propose a single phase algorithm which uses vertical database approach. Exhaustive search can mine all the high utility itemsets but it is expensive and time consuming. Two strategies based on u-list structure and item pair co-existence map are used in this algorithm for efficiently pruning the search space to avoid exhaustive search. Experimental analysis over various databases show that the proposed algorithm outperforms the two-phase algorithms UP-Growth, UP-Growth+ and IHUP in terms of running times and memory consumption.

I. Introduction

Recent advances in database facilities led to the increased use of databases by many organizations leading to storage of large data. Extraction of knowledge and information from this data is a developing area of research.

Frequent itemset mining is identifying set if items whose count in the transaction database is greater than a predefined minimum value. Frequent itemset mining is identifying set of items whose count in the transaction database is greater than a predefined minimum value. Frequent itemset mining follows downward closure property. According to this property if an itemset is infrequent then all the supersets of that itemset are also infrequent so it is not required to check the supersets of the infrequent itemsets thus preventing checking all the itemsets. But frequent itemset mining doesn’t take into account the profit/utility of each item and the importance of each item in a transaction. So the high utility itemset mining is used to discover itemsets with high utility. But the downward closure property which is used as for pruning infrequent itemsets does not hold in high utility itemset mining. So mining high utility itemsets is a complex task.

1.1 Data Mining

Data mining, the extraction of hidden predictive information from large databases, is a powerful new technology with great potential to help companies focus on the most important information in their data warehouses.

Knowledge Discovery in Databases (KDD) is the non-trivial process of identifying valid, previously unknown and potentially useful patterns in data. These patterns are used to make predictions or classifications about new data, explain existing data, summarize the contents of a large database to support decision making and provide graphical data visualization to aid humans in discovering deeper patterns. Data mining is the process of revealing nontrivial, previously unknown and potentially useful information from large databases. Discovering useful patterns hidden in a database plays an essential role in several data mining tasks, such as frequent pattern mining, weighted frequent pattern mining, and high utility pattern mining. Among them, frequent pattern mining is a fundamental research topic that has been applied to different kinds of databases, such as transactional databases, bioinformatics, Web click-stream analysis, and mobile environments. In view of this, utility mining emerges as an important topic in data mining field. Mining high utility itemsets from databases refers to finding the itemsets with high profits.

1.2 Utility Mining

In frequent itemsets mining, relative importance of each item is not considered. To address this problem, weighted association rule mining was proposed. In this framework, weights of items, such as unit profits of items in transaction databases, are considered. Mining high utility itemsets from databases refers to finding the itemsets with high profits. Here, the meaning of itemset utility is interestingness, importance, or profitability of an item to users.
Utility of items in a transaction database consists of two aspects:

- The importance of distinct items, which is called **external utility**, and
- The importance of items in transactions, which is called **internal utility**.

Utility of an itemset is defined as the product of its external utility and its internal utility. An itemset is called a **high utility itemset** if its utility is no less than a user-specified minimum utility threshold; otherwise, it is called a low-utility itemsets. Mining high utility itemsets from databases is an important task and has a wide variety of applications such as business promotion in chain hypermarkets, cross-marketing in retail stores. However, mining high utility itemsets from databases is not an easy task since **downward closure property** in frequent itemset mining does not hold. In other words, pruning search space for high utility itemset mining is difficult because a superset of a low-utility itemset may be a high utility itemset. A naive method to address this problem is to enumerate all itemsets from databases by the principle of exhaustion. Obviously, this method suffers from the problems of a large search space, especially when databases contain lots of long transactions or a low minimum utility threshold is set. Hence, how to effectively prune the search space and efficiently capture all high utility itemsets with no miss is a crucial challenge in utility mining.

Most of the high utility mining algorithms applied overestimated methods to facilitate the performance of utility mining. In these methods, potential high utility itemsets (PHUIs) are found first, and then an additional database scan is performed for identifying their utilities. Existing methods often generate a huge number of potential high utility itemsets and their mining performance is degraded consequently. The situation may become worse when databases contain many long transactions or low thresholds are set. The huge number of PHUIs forms a challenging problem to the mining performance since the more PHUIs the algorithm generates, the higher processing time it consumes.

1.3 Problem Statement:

Given a transaction database $D$ and a user-specified minimum utility threshold $\text{min\_util}$, the problem of mining high utility itemsets from $D$ is to find the complete set of the itemsets whose utilities are larger than or equal to $\text{min\_util}$.

1.4 Proposed method

The proposed algorithms for mining high utility itemsets from large static datasets is given which uses a vertical approach for mining process. It is a single phase approach as opposed to the all the state-of-art algorithms which are two-phase. In chapter 4 efficient algorithm for high utility itemsets from dynamic databases is proposed which uses an incremental strategy for mining new set of high utility itemsets without scanning the original database again.

### II. Related Work

To address the problem of high utility itemsets mining, an algorithm named **Two Phase** algorithm was proposed composing of two mining phases. In phase I, it employs an Apriori-based level-wise method to enumerate HTWUIs. Candidate itemsets with length $k$ are generated from length $k-1$ HTWUIs, and their TWUs are computed by scanning the database once in each pass. After the above steps, the complete set of HTWUIs is collected in phase I. In phase II, HTWUIs that are high utility itemsets are identified with an additional database scan.

Although two-phase algorithm reduces search space by using TWDC property, it still generates too many candidates to obtain HTWUIs and requires multiple database scans. To overcome this problem, an isolated items discarding strategy to reduce the number of candidates was proposed. By pruning isolated items during level-wise search, the number of candidate itemsets for HTWUIs in phase I can be reduced. However, this algorithm still scans database for several times and uses a candidate generation-and-test scheme to find high utility itemsets.

To efficiently generate HTWUIs in phase I and avoid scanning database too many times, a tree-based algorithm, named **IHUP** was proposed. A tree based structure called **IHUP-Tree** is used to maintain the information about itemsets and their utilities. Each node of an IHUP-Tree consists of an item name, a TWU value and a support count. IHUP algorithm has three steps:

1) Construction of IHUP-Tree,
2) Generation of HTWUIs, and
3) Identification of high utility itemsets.

In step 1, items in transactions are rearranged in a fixed order such as lexicographic order, support descending order or TWU descending order. Then the rearranged transactions are inserted into an IHUP-Tree. In step 2, HTWUIs are generated from the IHUP-Tree by applying FP-Growth. Thus, HTWUIs in phase I can be
found without generating any candidate for HTWUIs. In step 3, high utility itemsets and their utilities are identified from the set of HTWUIs by scanning the original database once.

Although IHUP achieves a better performance than IIDS and Two-Phase, it still produces too many HTWUIs in phase I. Note that IHUP and Two-Phase produce the same number of HTWUIs in phase I since they both use TWU framework to overestimate itemsets’ utilities. However, this framework may produce too many HTWUIs in phase I since the overestimated utility calculated by TWU is too large. Such a large number of HTWUIs will degrade the mining performance in phase I substantially in terms of execution time and memory consumption. Moreover, the number of HTWUIs in phase I also affects the performance of phase II since the more HTWUIs the algorithm generates in phase I, the more execution time for identifying high utility itemsets it requires in phase II.

As stated above, the number of generated HTWUIs is a critical issue for the performance of algorithms. By applying the given strategies, the number of generated candidates can be highly reduced in phase I and high utility itemsets can be identified more efficiently in phase II.

2.1 UP-Tree
Mining of high utility itemsets using UP-Tree algorithm consists of three steps:
1. Scanning the database twice to construct the global UP-Tree using first two strategies (given below)
2. Generating potentially high utility itemsets recursively from global UP-Tree and local UP-Trees by UP-Growth using third and fourth strategies
3. Identifying actual high utility itemsets from the set of potential high utility itemsets

2.1.1 Data structure
Here a compact tree structure called UP-Tree is used to maintain the information of transactions and high utility itemsets which facilitates the mining performance and avoids scanning of the original database repeatedly.

Each node $N$ of UP-Tree contains $N.name$, $N.count$, $N.nu$, $N.parent$, $N.hlink$ and a set of child nodes where $N.name$ is the node’s item name, $N.count$ is node's support count, $N.nu$ is node's node utility or overestimated utility of the node, $N.parent$ is the parent node of the node and $N.hlink$ is a node link which points to a node whose item name is the same as $N.name$. There exists a table called header table for traversing the UP-Tree. By following the links in header table and the nodes in UP-Tree, the nodes with same names can be traversed efficiently. Each entry of a header table records an item name, an overestimated utility and a link which points to the last occurrence of the node which has the same item as the entry in the UP-Tree.

2.1.2 Strategy 1: Discarding Global Unpromising Items during Constructing a Global UP-Tree (DGU)

The global UP-Tree is constructed in two scans of the original database. TU of each transaction is computed in the first scan. Also TWU of each single item is calculated. By (Transaction-weighted downward closure.) property, which says for any itemset $X$, if $X$ is not a HTWUI, any superset of $X$ is a low utility itemset, an item and its supersets are unpromising to be high utility itemsets if its TWU is less than the minimum utility threshold. Such item is called unpromising item.
When a transaction is retrieved from the database during the second scan, the unpromising items should be removed from the transaction and their utilities should be subtracted from the transaction’s TU. During the second scan transactions are also inserted into a UP-Tree. This is the first strategy.

**Strategy 1. DGU:** Discarding global unpromising items and their actual utilities from transactions and transaction utilities of the database.

Thus, when utilities of itemsets are being estimated, utilities of unpromising items can be regarded as irrelevant and can be discarded.

After pruning unpromising items, new TU’s are called reorganized transaction utilities or RTU. Since the utilities of unpromising items are excluded, RTU must not be larger than TWU. By reorganizing the transactions, not only less information is needed to be recorded in UP-Tree, but also smaller overestimated utilities for itemsets are generated. Strategy DGU uses RTU to overestimate the utilities of itemsets instead of TWU. DGU is quite effective especially when transactions contain lots of unpromising items, such as those in sparse data sets. Moreover, DGU can be easily integrated into TWU-based algorithms. Also DGU can be performed repeatedly till all reorganized transactions no global unpromising items. Though it may need several database scans, by performing DGU for several times number of potential high utility itemsets can be reduced.

### 2.1.5.1 Strategy 3: Discarding Local Unpromising Items during Constructing a Local UP-Tree (DLU)

For the two strategies, a minimum item utility table is maintained to keep minimum item utilities for all global promising items in the database. Minimum item utilities can be collected during the first scan of original database. Minimum item utilities are utilized to reduce utilities of local unpromising items in conditional pattern bases instead of exact utilities. An estimated value for each local unpromising item is subtracted from the path utility of an extracted path.

**Strategy 3. DLU:** Discarding local unpromising items and their estimated utilities from the paths and path utilities of conditional pattern bases. DLU can be recognized as local version of DGU. It provides a simple but useful schema to reduce overestimated utilities locally without an extra scan of original database.

### 2.1.5.2 Strategy 4: Decreasing Local Node Utilities during Constructing a Local UP-Tree (DLN)

The same as DLU, DLN can be recognized as local version of DGN. By the two strategies, overestimated utilities for itemsets can be locally reduced in a certain degree without losing any actual high utility itemset.
The process of mining potential high utility itemsets by UP-Growth is done as follows: First, the node links in UP-Tree corresponding to the item, which is the bottom entry in header table, are traced. Found nodes are traced to root of the UP-Tree to get paths related to the item. All retrieved paths, their path utilities and support counts are collected into the item’s conditional pattern base.

A conditional UP-Tree can be constructed by two scans of a conditional pattern base. In the first scan, local promising and unpromising items are found by summing the path utility for each item in the conditional pattern base. Then, DLU is applied to reduce overestimated utilities during the second scan of the conditional pattern base.

Then the path is reorganized by the descending order of path utility of the items in the conditional pattern base. DLN is applied during inserting reorganized paths into a conditional UP-Tree. Then the potential high utility itemsets are found by recursively calling the procedure of UP-Growth.

III. Mining High Utility Itemsets From Large Static Datasets

To overcome the problems faced by existing two-phase algorithms, we propose a single phase algorithm which discovers all high utility itemsets using two pruning strategies based on u-lists structure and item pair co-existence map. These pruning strategies are used to efficiently prune the itemsets in the search space which is otherwise exponentially high due to all the possible enumerations of items in the database.

In the first step, Transaction Weighted Utility of each item and Transaction Utility of each transaction is calculated. The transactions are then reorganized by removing the items with utility less than min_util and by arranging remaining items in the ascending order their Transaction Weighted Utility.

![Fig. 2. Reorganized transactions](image)

The U-List for each item is then constructed. First the U-Lists for all the 1-itemsets with Transaction weighted utility greater than min_util are constructed. Then U-Lists for 2-itemsets of the form \{pq\} are constructed from U-Lists of 1-itemsets \{p\} and \{q\}.

3.1 Strategy 1

U-List for k+1 itemsets are formed only if sum of its iu’s and ru’s in the U-List of its corresponding k-itemsets is greater than or equal to min_util. Let A be a k-itemset and A' be an extension of A. The utility of A' is less or equal to sum of ru’s and iu’s in the U-List of A.

**Proof:**

For all transactions T such that A' \subseteq T

Given A' is an extension of A. Let A'-A denote the items present in A' but not in A.

As A' \subseteq T implies A-A' \subseteq T/A

So \(u(A',T) = u(A,T) + u((A'-A),T)\)

\(= u(A,T) + \sum_{i \in (A'-A)} u(i,T)\)

\(\leq u(A,T) + \sum_{i \in (T/A)} u(i,T)\)

\(= u(A,T) + ru(A,T)\)

Let id(T) represent the id of transaction T, tids(A) and tids(A') represent the tid set in A’s U-List and A’’s U-List respectively.

As A \subseteq A' this implies tids(A) \subseteq tids(A')

So, \(u(A) = \Sigma_{id(T) \in tids(A)} u(A,T)\)

\(\Sigma_{id(T) \in tids(A)} u(A,T) + ru(A,T)\)

Utility of an itemset A' which is an extension of itemset A is less or equal to sum of ru’s and iu’s in the U-List of A.

Therefore if \(\Sigma_{id(T) \in tids(A)} u(A,T) + ru(A,T) < min_util\) then \(u(A')\) is less than min_util Hence Proved.

For example consider the U-List of the itemset \{ec\} in fig 5. If we consider min_util as 30, \{ec\} should be pruned from being extended because the sum of ru’s and iu’s is less than min_util.
3.2 Strategy 2

U-List for k+1 itemset $P(i_1, i_2, \ldots, i_k, i_{k+1})$ is formed from U-Lists of two k itemsets $P_1(i_1, i_2, \ldots, i_k)$ and $P_2(i_1, i_2, \ldots, i_k, i_{k+1})$ only if $TWU(i_k, i_{k+1})$ is greater than or equal to min_util.

Proof:

It is clear that $P(i_1, i_2, \ldots, i_k, i_{k+1})$ is super set of $\{i_k, i_{k+1}\}$.

If $TWU(i_k, i_{k+1}) < \text{min_util}$ then $TWU(P(i_1, i_2, \ldots, i_k, i_{k+1}))$ is also less than min_util according to Property 1, if $TWU(P(i_1, i_2, \ldots, i_k, i_{k+1})) < \text{min_util}$ then P is not a high utility itemset.

Therefore itemset P can be pruned if $TWU(i_k, i_{k+1}) < \text{min_util}$.

Hence Proved

For example consider U-Lists of two itemsets $\{abc\}$ and $\{abe\}$. The U-Lists of $\{abc\}$ and $\{abe\}$ are joined to form U-List of $\{abed\}$ only if $TWU(c, e)$ is greater than or equal to min_util. From the reorganized database in fig 6 the $TWU(c, e)$ can be calculated as follows

$$TWU(c, e) = \sum_{TU(<T_1, T_2, T_3, T_4, T_6>, \ldots, <T_2, T_4, T_5>)} + TU(T_2) \cdot TU(T_4)$$

= 24

As $TWU(c, e) < \text{min_util}$ the itemset $\{abce\}$ formed by joining $\{abc\}$ and $\{abe\}$ will not be a high utility itemset and hence can be pruned before performing the join.

IV. Proposed Algorithm

Algorithm: U-Vertical Algorithm

Input: B: an itemset (initially empty),
Ext(B): a set of 1-extensions of B,
the min_util threshold,
the item pair co-existence map

Output: all high utility itemsets with B as prefix

for each itemset $B_X \in \text{Ext}(B)$
if $\sum(UL(B_X, iu's)) \geq \text{min_util}$
print $B_X$
end if
if $\sum(UL(B_X, iu's)) + \sum(UL(B_X, ru's)) \geq \text{min_util}$ then //Strategy 1
Ext($B_X$) ← NULL
for each itemset $B_Y \in \text{Ext}(B)$ such that $y \in t(x)$ /*t(x) Is the set of items with TWU less than $TWU(x)*/
if $TWU(x, y) \geq \text{min_util}$ //Strategy 2
$B_{XY} ← B_X \cup B_Y$
UL($B_{XY}$) ← $\text{Join}(B_X, B_Y)$
Ext($B_X$) ← Ext($B_X$) $\cup B_{XY}$
end if
end for
end if
U-Vertical($B_X$, Ext($B_X$), min_util)
end for

V. Experimental Evaluation And Results

The algorithm presented had been experimented with real time databases Retail-Store and Accidents database. The running time and memory requirement values for various min_util values of retail store database is shown in fig 9.
The running time and memory requirement values for various min_util values of accidents database is shown in fig 10.

![Fig 10: Running times and memory requirements for accidents database](image)

From the above values of running time and memory requirement it can be observed that the algorithm U-Vertical outperforms UP-Growth in terms of time and memory complexity.

### VI. Conclusion

In this paper we presented the algorithm for mining high utility itemsets which outperforms UP-Growth, UP-Growth+ and other two-phase algorithms. The algorithm proposed in the paper is designed for static databases. It can be further extended to design an efficient algorithm for mining high utility itemsets from dynamic databases.
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