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Abstract: Circulating Tumor Cells (CTCs) are cells that have shed into the vasculate from the primary tumor 

and circulate into the blood stream. In this proposed work, the major genes causing the breast cancer is 

identified by the principle of Association Rule. The trained set and training set is made to upload on the data 

store. By associating each row of a training set to all the rows of the trained data is done and the report is 

generated. The Baum Welch process is called for the estimation of actual probabilities and emission 

probabilities by calculating its log likelihood factor which gives the high Priority gene values that are 

responsible for the cause of cancer. Based on this cell category is split into three clusters such as carcinoma 

level, metastasis level and Kaposi sarcoma. On each cluster it finds the highest priority value in it and classifies 

into high, low and medium values. On extraction of these higher gene values yields the major responsible genes 

causing breast cancer. Finally obtained results are validated through hierarchical clustering. 

Index Terms: Circulating tumor cells,   Association Rule, Cluster, Baum Welch, actual probabilities, emission 

probabilities, High Priority Genes. 

 

I. Introduction 
Breast cancer is the group of cancer cells that starts developing in the cells of breast. The term Breast 

cancer refers to a malignant tumor that has developed from cells in the breast. BC starts with in the cells of the 

breast as a group of cancer cells that can invade its surrounding tissues or spread to other areas of the body. In 

general the cancer-related death (BC) is the consequences of tumor cells that start spreading from the primary 

tumor and forms metastases in resident organs. Cancer metastasis is the main cause of cancer-related death and 

the dissemination of tumor cells through the blood circulation is an important intermediate step that also 

exemplifies the switch from localized to systemic disease. Circulating tumor cells in the peripheral blood (PB) 

arise from the primary tumor and they are indicative for the tumor aggressiveness and metastasis. Several 

discriminate factors have to be identified in detecting the BC. 

 

 

Fig 1.1 NORMAL CELLS VS CANCER CELLS 

 

These are also processed by applying the data mining techniques to the datasets. The process of 

obtaining the golden information from the raw data is termed as data mining. These data are collected from the 

Wisconsin databases and GEO Databases. The raw data will not be sufficient to manipulate, for this data pre-

processing is made. The data pre-processed will be rich in information which omits the missing values and 

attributes. Data modeling involves a logic solution with the help of decision trees and decision rules. Data 

modeling gives an interpretation and conclusion to the whole process. 
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A. Association  Rule  Mining: 
Association rule mining is the discovery of association relationships among a set of items in a dataset. 

Association rule mining has become an important data mining technique that correlates the presence of set of 

items with another range of values for the set of variables. Association rule mining is used to extract association 

from the market based data which was suggested by Agarwal et al (1993). It has also proved to be useful in 

many other domains such as microarray data analysis, recommender systems, and network intrusion detection.                  

 

An association rule is of the form, X Y 

Where X = and Y = are sets of genes items, with xi and yj being distinct items for all i and all j. This 

association states that if a gene is chosen as a victim X, it is also likely to choose Y. In general, any association 

rule has the form LHS (left-hand side) RHS (right-hand side), where LHS and RHS are sets of items. 

Association rules should supply both support and confidence. 

 

Association Rule Generation: 

The goal of mining association rule is to generate all possible rules that exceed some minimum user-

specified support and confidence thresholds. The problem is thus decomposed into two sub problems: 

 

 1. Generate all item sets that have a support that exceeds the threshold. These sets of items are called large item 

sets. Note that large here means large support.  

 

2. For each large item set, all the rules that have a minimum confidence are generated as follows: for a large 

item set X and Y X, let Z = X - Y;  

 

Then if support (X)/support (Z) minimum confidence, the rule Z Y (i.e., X - Y Y) is a valid rule. [Note: In the 

previous sentence, Y X reads "Y is a subset of X."] 

 

Association Rules among Hierarchies:    

The association occurs among hierarchies of items. Typically, it is possible to divide items among 

disjoint hierarchies based on the nature of the domain. Items can be categorized into classes and subclasses that 

give rise to hierarchies. It should also have enough confidence and support to be valid association rules of 

interest. Therefore, the application area has a natural classification of the item sets into hierarchies, discovering 

an association within the hierarchies is of no particular interest. The ones of specific interest are associations 

across hierarchies. 

 

II. Related Studies 
In [1] authors suggested an indirect method is used for the identification of major factors in the 

peripheral blood that reveals the presence of such CTC. By using the selected publicly available breast cancer 

and peripheral blood microarray data sets they used a two-step elimination procedure for the identification of 

several discriminate factors.  

 

The First stage aims to extract the gene signatures associated with pair wise differentiation between cell 

types or disease states. The Second stage considers the intersection of the previous signatures of the blood and 

tissue samples. A comparison is made between the cancer tissue, normal tissue and the peripheral blood samples 

of the cancer patients and normal individuals. So these comparisons lead to the closer association with the 

existence of CTCs. The second stage considers the intersection of these signatures. This intersection of all three 

comparisons is expected to derive a gene signature, which is indicative of the presence of CTCs and it can be 

directly compared with factors used for the isolation of such cells.  

Progression model and metastatic predestination model provide evidence about tumor progression 

toward metastasis. In order to gain further insight on our results, we test the Performance of the remaining 24 

genes in the intersection of all the three comparisons on two independent datasets. As a result among 24 

common gene signatures only seven were identified and meant to be responsible for breast cancer. 

Most cancer events are diagnosed in the late phases of the illness and so the early detection in order to 

improve breast cancer outcome and survival is very crucial. Predictions of the other patients are realized through 

seven different algorithms and the accuracies of those have been given. During the prediction process, Rapid 

Miner 5.0 data mining tool is used to apply data mining with the desired algorithms [2].  

The spread of cancer relates to the detachment of malignant cells into blood. The explosion of genomic 

sequence and molecular profiling data has illustrated the complexity of human malignancies. In a tumor cells 

dozens of different genes may be aberrant in structure or copy number, hundreds and thousands of genes may be 

differently over expressed [3]. 
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The information regarding secondary metastasis tumor is discussed. Metastatic colorectal cancer relies 

on detachment of aggressive malignant cells from the primary tumor into the bloodstream and, concordantly, the 

presence of this CTC is associated with a poor prognosis [4]. Specific alterations in cancer might be indicative 

of its ability to diffuse such genes can indirectly predict existence of Circulating Tumor Cells without the need 

to detect or extract them [5]. 

 

III. Methods & Procedures 
Breast Cancer Data Sets: 

Data sets used in this work are collected from Wisconsin repository and GEO database. Data pre-

processing is employed to remove the missing values, redundant data etc...  The following set of attributes given 

in table 3.1 is to be considered while choosing the datasets which is listed in the below table. Along with this 

some of the major factors are considered along with the detection of genes. 

 

TABLE 3.1 SET OF ATTRIBUTES 

 
S.NO ATTRIBUTES 

1. Sample code number 

2. Category 

3. Clump thickness 

4. Uniformity of cell shape 

5. Uniformity of cell size 

6. Marginal adhesion 

7. Single epithelial cell size 

8. Bare nuclei 

9. Bland chromatin 

10. Normal nucleoli 

11. Mitosis 

12. Images 

13. Class 

 

Proposed Work 

 The work focuses on identifying the rest of genes by building the association rule for the identification 

of breast cancer. The Training data set is pre-processed and allowed to store in a Data store. Where the trained 

data is provided as a reference set. Based on the mapping of the each row of a training set to all the rows of the 

trained data set is made and the report is generated. 

 Baum Welch algorithm is called for the estimation of actual probability and emission probabilities by 

calculating its log likelihood which gives the high Priority gene values. From this cluster based cell category is 

split into three clusters. On selecting these cluster finds the highest value in it and classifies into high, low and 

medium values. On extracting these high gene values yields the major possible genes causing breast cancer. 

Finally obtained results are validated through hierarchical clustering. The hidden Markov model seeks 

to improve the given model to one that it could have more likely generated given output sequence. It does so by 

using both forward and backward algorithm and using the output of these two algorithms to create temporary 

variables which can then be used to improve the initial probabilities, transition probabilities and emission 

probabilities. 

 

 
Fig 3.1 PROPOSED ARCHITECTURE 
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The figure 3.1 represents the proposed system architecture. Pre-processing is made with the raw data to 

extract the useful gene information. Factors such as Family history, age, alcohol consumption, smoking, obesity, 

Birth and breast feeding, physical activity, Endogenous Hormone Exposure, Exogenous Hormone Exposure, 

Age at first Menstruation, Breast tissue , breast feeding are considered as the major factors causing breast 

cancer. 

 Table 3.2   Factors Causing Breast Cancer 

 

  

 

 

 

 

 

 

 

 

 

 

Report Generation: 

Data is collected from various sources and pre processed.  Pre-processing removes the inconsistent 

data, missing values, redundant values and gives the consistent data for further implementation. The pre-

processing involves data cleaning and gives only the valuable information in terms of counts. The datasets are 

collected from Wisconsin database, UCI machine learning repository, Affymetrix database and GEO database. 

These data may contain noisy, missing and inconsistent data. Likewise the training sets are processed and shown 

in the fig 3.2 below. 

 
Fig 3.2 REPORT GENERATION 

 

Classification Based On Association Rule: 

 

The trained set and the training sets are uploaded are uploaded on the data store. The map function is 

called by associating the training set and trained set by selecting one tuple associating it with all the tuple of the 

trained data set. Likewise all the full association is made between the trained and the training set. One-to-many 

mapping is made both the sides of the trained and training sets. After associating these data the report is 

generated by combining both the trained and the training set. The associated data is transformed to the Baum 

Welch process and it is shown in the below Fig 3.3  

 

 
Fig 3.3 ASSOCIATION PROCESS 

 

 

 

S. NO 

 

FACTORS 

 

INDICATORS 

1. Family history Inheriting gene mutation 

2. Age Above 50 years 

3. Smoking After pregnancy 

4. Alcohol Consumption Regular consumption 

5. Obesity Increased weight of body 

6. Birth and breast feeding Lack of Breast feeding at time of birth 

7. Physical activity Due to lack of physical activity 

8. Endogenous Hormone Exposure High rate of Presence 

9. Exogenous    Hormone Exposure High rate of Presence 

10. Age at first Menstruation Later Period of menstruation 

11 Breast tissue Dense Breast Tissue (thickness) 

12. Breast feeding Lack of Breast feeding 
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E. Processing of Baum Welch Algorithm: 

Baum-Welch is an iterative procedure that helps to find the unknown parameters of Hidden Markov 

Model (HMM) by calculating the actual and emission probabilities. The HMM describes joint probability of a 

collection of „hidden‟ and observed discrete random variables. It works by maximizing a proxy to the log 

likelihood, and updating the current model to be closer to the optimal model and the likelihood calculation is 

shown in fig 3.4. Each iteration on Baum Welch guarantees to increase the log-likelihood of the data.  

 

 
Fig 3.4 LIKELIHOOD CALCULATION 

 

The Baum-Welch algorithm is used for learning the model parameters of the Hidden Markov Model. 

Baum-Welch is simply an instantiation of the more general Expectation-Maximization (EM) algorithm and the 

probabilities of Baum Welch are shown in the below figure 3.5. The EM algorithm is used to find locally 

maximum likelihood parameters of a statistical model in cases where the equations cannot be directly solved. 

These models involve latent in addition to unknown parameters and known data observations. To solve these 

two sets of equations numerically, pick the arbitrary values for one values for one of two sets of unknowns, use 

these new values to find a better estimate of first set, and keep alternating between two until the resulting values 

both converge to fixed points.  

 

 
Fig 3.5 BAUM WELCH PROBABILITIES 

 

IV. Results and Discussions 

 
Extraction of Higher Priority Genes: 

The High Priority Gene values are extracted from the Baum Welch processing by finding the actual 

probabilities and emission probabilities by the Hidden Markov Model which is shown in the figure below fig 

3.6. Based on the Cluster Based Category is organized as carcinoma level, metastasis level and Kaposi sarcoma 

as CPC, CPM and CTR. It is calculated from Baum Welch emission probabilities. It generates value for each 

clusters based on this values it categories into High, Low and Medium gene values. The High valued genes are 

considered as the major responsible breast cancer causing Genes. Fig 3.7 shows the final result analysis. 

 

 
Fig 3.6 HIGH PRIORITY GENE VALUES 
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Fig 3.7 RESULT ANALYSIS 

 

V. Conclusion 
The detection of the circulating tumor cells helps in the identification of the major genes in the breast 

cancer. This is done by using the association rule technique of the data mining which is used for detecting the 

possible genes that plays a major role in detecting the breast cancer. So the proposed work focuses on 

developing an association rule for the efficient identification of the possible genes by using data mining 

technique – Association Principle. The obtained results are approximately equal to the biomedical results. 

 

Future Work 
Future work focuses on the prediction of the breast cancer which is very useful for the human survival 

since it the second deadly disease in the cancer world. On building these kind of new technology will help them 

to even predict the diseases at the earlier stage which can help the survival of the human being. Other direction 

will focus on the finding the stage of the BC by analyzing the datasets. 
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