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 Abstract: Big Data Mining in the Cloud is the capability of integrating and extracting useful information from 

large datasets or streams of data in the on demand computing environment which were not possible before due 

to its volume, 
variety

, velocity, veracity and value. It includes three important fields such as Cloud, Big Data and 

Mining and makes Big Data’s Knowledge Integration and Extraction from distributed heterogeneous 

Environment in the Cloud.  The Cloud based Hadoop with MapReduce analyses Big Data in the Cloud.  This 

paper presents study of related work and concepts relating to distributed heterogeneous Big Data Mining to the 

Cloud technology. 

Keywords: Big Data, Big Data Mining, Cloud technology, Hadoop with Mapreduce, Distributed 

Heterogeneous Big Data. 

 

I. Introduction 
  In the Big Data era, with the proliferation of social media, sensors, websites, and mobile devices, the 

huge amount of data is generated with a wide variety of data types [1]. As the size of Big Data is growing, the 

demand to powerfully store, process and analyze this large amount of data to make it usable is also growing 

rapidly [2]. With the help of Big Data analysis, the researchers, business users and market analysts can easily 

gain the insights from the available data which resulting in numerous business advantages [3] [4]. Hadoop is the 

most accepted technology for Big Data analysis since it provides a reliable, flexible, economical, and scalable 

solution. It exploits the Hadoop Distributed File System (HDFS) [5] to store the large volume of data and 

perform the analysis using MapReduce with parallel processing [6].  MapReduce is rising as a key programming 

model for large-scale data-parallel applications. [7]. 

While there is no doubt that the Big Data analysis using Hadoop has created substantial benefits to 

businesses and consumers alike, there is a commensurate risk that goes along with using Big Data. The 

significant risk is that it requires a large computational infrastructure to ensure successful data management and 

data processing.  Cloud computing is the type of computing follows the concept of Service-Oriented 

Architecture and which is designed to overcome many distributed organization computing challenges [8] [9]. 

Cloud computing is  make use of of NoSQL databases and adopt a non-relational model for data storage [10]. 

The NoSQL database is used for providing scalable data analytics [11].  The Cloud-based Hadoop overcomes 

the infrastructure issues, and MapReduce analyzes the Big Data without maintaining the expensive computing 

hardware, software and dedicated space [12]. Hence, the Big Data analysis using Cloud-based Hadoop drives 

the more cost-effective, consumer-driven and agnostic technology solutions.   

Despite this benefit, adoption of Hadoop in Cloud reduces the performance of MapReduce due to its 

homogeneous assumption in task scheduling [13]. The performance of MapReduce depends on the task 

scheduling and resource allocation but, the current scheduling approach performs poorly in a heterogeneous 

environment [14]. This is because the MapReduce with Hadoop assumes that all nodes in the cluster have the 

same processing power and capability and hence, it equally allocates the task to every node. This assumption 

cannot be held in a Cloud environment, and hence it leads to decrease the data locality and fault tolerance 

capability of MapReduce as it waits for the low-processing node. Hence, with the help of suitable resource 

provisioning techniques and considering heterogeneous job scheduling algorithms, the efficient Big Data 

analysis can be enabled in the Cloud-hosted MapReduce. 

 

II. Distributed & Heterogeneous Big Data 

Big data refers to huge, heterogeneous, distributed and often unstructured digital content that is difficult 

to process using traditional data management tools and techniques. The term encompasses the complexity and 

range of data and data types, real-time data collection and processing needs, and the value that can be obtained 

by smart analytics. Big data also has new sources, like machine generation (e.g., log files or sensor networks), 

mobile devices (video, photographs, and text messaging), and machine-to-machine. Characteristics of big data 

are volume, variety, velocity, veracity and value. Volume, It estimates that 2,500,000,000,000,000,000 bytes of 

data are created now each day. Velocity, increasing data rates because of network bandwidth.  Variety, 
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additional unstructured data types. Veracity of data, large set of decisions and analysis. Finally, the Value can be 

extracted and analyzed for useful data findings.  

 

 
Figure 1:  Characteristics of Big Data 

 

When compared to relational database records big data is less structured. Highly developed data mining 

techniques and associated tools can help take out information from huge, difficult datasets and create new 

insights in big data mining techniques in a limited time [15].  When dealing out a query in big data, speed is an 

important claim [16].  However, the process may take time because mostly it cannot traverse all the related data 

in the whole database in a short time. In this case, index will be an optimal choice. At present, indices in big 

data are only aiming at simple type of data, while big data is becoming more complicated. The combination of 

appropriate index for big data and up-to-date preprocessing technology will be a desirable solution when we 

encountered this kind of problems.  

 There is several application paradigms used for big data problems.  The traditional serial algorithm is 

inefficient for the big data. Cloud‟s reduced cost model to use hundreds of computers for a short time costs of 

the big data application.  By using online big data application, a lot of companies can greatly reduce their IT 

cost. However, security and privacy affect the entire big data storage and processing, since there is a massive 

use of third-party services and infrastructures that are used to host important data or to carry out critical 

operations. The scale of data and applications grow exponentially, and bring huge challenges of dynamic data 

monitoring and security protection. Unlike traditional security method, security in big data is mainly in the form 

of how to process data mining without exposing sensitive information of users. Besides, current technologies of 

privacy protection are mainly based on static data set, while data is always dynamically changed, including data 

pattern, variation of attribute and addition of new data. Thus, it is a challenge to implement effective privacy 

protection in this complex circumstance. 

 

III. Big Data Mining Adaptation to the Cloud 
Hadoop is the preferred choice to handle and analyze these large volumes of data, since it manages the 

structured and unstructured data using HDFS and process the data in a parallel manner using MapReduce. 

However, the real world Big Data applications require a large computational infrastructure for successful data 

analysis. The rise of Cloud based Hadoop assists to achieve this requirement by providing the resources 

dynamically according to the user demands. However, the adaptation of Hadoop in Cloud decreases the 

performance of MapReduce, as it provides the homogeneous task assignment. The numerous existing 

approaches have been proposed and applied to a Cloud environment to solve these problems. However, the 

various issues, including the current capability of Cloud technologies to process the massive amount of data 

hinder the successful implementation of effective solutions. The effective resource provisioning and job 

scheduling algorithms with considering the homogeneous environment can increase MapReduce performance in 

the Cloud environment.  

Cloud-based Hadoop processing in Big Data Analysis: The first part formulates the process of Big Data 

integration and knowledge extraction of heterogeneous data on homogeneous environment. The second part 

formulates the Big Data process on the heterogeneous Cloud environment.   
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Figure 2: Cloud based processing in Big Data Analysis 

 

The trend in Cloud computing is the rising use of NoSQL databases as the chosen technique for store 

and retrieve information. NoSQL implement a non-relational model for data storage. Non-relational models 

used more than 60 years in the form of object-oriented, hierarchical, and relational databases, but this new 

technology uses column centric document oriented methods [17]. The causes for such raise in interest are better 

performance, capacity of managing unstructured data, and suitability for distributed environments. NoSQL 

databases with importance on their advantages and limitations for Cloud computing. The big differences among 

the features of different technologies, and there is no single system that would be the most appropriate for every 

need. Therefore, it is significant for adopters to understand the requirements of their applications and the 

capabilities of different systems so that the system whose features better match their requests is selected.  Cloud 

technology uses a service oriented work flow based data mining concepts in distributed execution that  reduces 

data analytics end time.  Application developers can design data analysis tasks, scientific computation methods, 

and complex simulation techniques as workflows that incorporate single Web services and execute them 

concurrently on virtual machines in the cloud. 

 

IV. Related Works 
a. Distributed heterogeneous Environment with Big Data Mining 

The conventional technique exploits the data warehouse to integrate the various source data. The huge 

amount of data tables is extracted using the technique Extract, Transform Load (ETL) and their relationship are 

identified by the foreign key. The data extraction is done using the extended SQL. However, it is not an 

adaptable solution for Big Data as it is not capable of supporting the Big Data characteristics [18]. Due to the 

data warehouse limitation there is a need to find the new approaches to effectively integrate and extract the 

information from huge amount of structured and unstructured data. The ONDINE approach initializes the 

ontological resources to integrate the heterogeneous data. The approach semantically annotates the data tables 

and the outputs are represented in an RDF format. Finally, the SPARQL queries are exploited to extract the 

needed information from the annotated RDF. This approach focuses only on the data extracted from the web and 

does not provide any information about the Big Data integration from heterogeneous sources [19]. Similarly, the 

approach analyses the Big Data by integrating the Linked Data which is an interesting potential external source. 

However, it also concentrates son logistics domain for supply chain management and does not deal with the 

multi-domain Big Data [20].  

Google uses distributed files in the form of GFS [21], it forms huge files that supports fault-tolerance 

by data partitioning and duplication. Google‟s cloud computing platform also used to read input and store output 

of MapReduce [22].  Hadoop uses a distributed file system as its data storage layer called HDFS [23].  Now a 

days more and more IT companies have rising needs to store and analyze the ever increasing data, such as logs, 

crawled web content, and click streams, usually in the variety of pita bytes, composed from a range of web 

application and services. Moreover, simple distributed file systems mentioned above cannot assure service 

providers like Google, Yahoo!, Microsoft and Amazon.  Service providers have their purpose to provide 

possible users to big data management in the cloud systems. Big table refers very large size of distributed 

structured data not having full relational data model with thousand of commodity servers [24].  PNUTS [25] is a 

database designed to sustain Yahoo!‟s web applications of complex queries. The Dynamo [26] is a highly 

available and scalable distributed key/value based data store built for supporting internal Amazon‟s applications. 

It provides a simple primary-key only interface to meet the requirements of these applications. However, it 

differs from key-value storage system. Face book proposed the design of a new cluster-based data warehouse 

system, Llama[27], a hybrid data management system which combines the features of row-wise and column-

wise database systems.  Hadoop new column-wise format CFile provides better performance in data analysis. 
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Intelligent Data Understanding System (INDUS) is the data integration component to flexibly integrate 

the information from heterogeneous, distributed, autonomous information sources. It integrates the data from 

multiple sources with multiple domains using the ontology and stores the information in relation database based 

on the ontology. Moreover, the integrated information can be accessed using application programs or relational 

database operations. Although, it integrates the various sources multi domain data, it does not deal with the 

unstructured data [28]. In Big Data 80% of information are presented in unstructured formats, hence it is not 

applicable for Big Data. Similarly, the Data Representation and Integration Framework (DRIF) approach 

semantically enrich the data and provides a common framework to encapsulate entire structure data from 

heterogeneous sources into an RDF representation. However, it also concentrates mainly on structured data [29]. 

The Multi-Intelligence Data Integration Services (MIDIS) is a domain ontology based data integration approach 

which semantically annotates both structured and unstructured Big Data. However, the domain ontology 

comprises set of concepts related to a particular domain and hence, it is suitable for data integration and 

extraction with heterogeneous multi domain data [30]. Cura is the first effort that is aimed at developing a novel 

usage model and resource management techniques for achieving global resource optimization in the cloud for 

MapReduce services [31]. From the existing approaches it is clear that there is a need for effective approach for 

integrating the heterogeneous data from various domains to extract the useful knowledge.  

 

b. Adaptation of Cloud based Hadoop for Big Data analysis 

Big Data and cloud integration will invariably intersect as the market evolves [32]. For cloud-based big 

data analytics, several frameworks like Google MapReduce, Spark, Hadoop, Twister, Hadoop Reduce and 

Hadoop++ are available [33].  MapReduce is a scalable and fault-tolerant data processing tool helps to perform 

the Big Data analysis in a parallel and timely manner over a massive amount of data. MapReduce is referred to 

as a latest advance of processing big data in cloud computing environments, it is also criticized as a “major step 

backwards” compared with DBMS [34].  However, adopting MapReduce in the Cloud has inherent limitations 

on its performance and efficiency. The following are the existing approaches tried to increase the MapReduce 

performance on Cloud infrastructure. With the intention of eliminating the data locality problem in Hadoop 

MapReduce while adapting in the Cloud the data placement mechanism is developed in [35]. According to this 

mechanism, the data set is allocated to the heterogeneous node according to its capacity. However, the approach 

does not consider the data replication. Moreover, hence, if a node crash, then data will be lost. The data locality 

is modeled as a linear sum assignment problem, and it is evaluated in different running scenario to increase the 

performance of MapReduce [36]. Initially, it analyzes the importance of data locality in MapReduce cluster 

performance and introduces an algorithm called lsapsched by mathematically reformulating the scheduling 

problem. To reduce the data locality issue the reduce task is scheduled on the node with the maximum portion of 

input for that reduce task. However, the reducer has waited until all the maps have to complete their job to the 

output of map [37]. 

In the context of Big Data analytics,  Hadoop, an open source MapReduce implementation, allows for 

the creation of clusters that use the Hadoop Distributed File System (HDFS). In addition to exploiting 

concurrency of huge number of nodes, HDFS reduce the failures of number of nodes. It has been used by 

Thusoo [38] to develop an analytics platform to process Face book‟s large data sets.  Among the drawbacks of 

Cloud storage techniques and MapReduce implementations, there is the fact that they need the customer to learn 

a new set of APIs to build analytics solutions for the Cloud.  There are plenty of solutions for Big Data related to 

Cloud computing.  Analytics can be descriptive, predictive, and prescriptive; Big Data can have various levels 

of variety, velocity, volume, veracity and value. Therefore, it is important to understand the requirements in 

order to choose appropriate Big Data tools. Although Cloud infrastructure offers such elastic facility to supply 

computational resources on demand, the area of Cloud supported analytics is still in its early days. 

Longest Approximate Time to End(LATE) scheduling is a scheduling algorithm tried to increase the 

response time of short jobs by executing the duplicates of tasks. It analyzes the current speculative execution 

scheduler in the Hadoop MapReduce and how its homogeneous assumption affects the MapReduce performance 

on Cloud environment. However, due to the static manner computation of progress of nodes, it obtains only 

poor performance [39]. Self-adaptive MapReduce Scheduling Algorithm (SAMR) is an extended version of 

LATE and able to compute the node progress in dynamically. SAMR identifies the slow tasks dynamically with 

the help of historical information, and it dynamically updates the execution value. However, it does not take into 

account the fact of different types of jobs are differ in their map and reduce stage weights [40].  

Energy-aware MapReduce scheduling algorithms (EMRSA-I and EMRSA-II) identify the works of 

map and reduce tasks to the machine slots for minimizing the energy consumption of executing each 

MapReduce job. Both the algorithms are suitable in real world Big Data application as they provide fast 

execution of data. However, this approach is effective only for single MapReduce job [41]. The cost-aware and 

SLA based algorithms are developed for providing the Cloud resources and schedule MapReduce tasks by 
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taking the budget and deadline as constraints [42]. Moreover, the admission control and cost-effective resource 

scheduling algorithm are designed to provide the analytic solution with the defined SLA guarantees [43]. With 

the intention of providing cost-effective solution, the Cura multiples the existing Cloud resources according to 

the requirements of the job. Moreover, it implements an efficient resource allocation scheme. And leverages the 

MapReduce to build the suitable cluster configuration and unique optimization to deal with workloads for 

achieving the goal. However, it lacks in scalable scheduling algorithms [44]. The existing approaches indicate 

that the effective job scheduling and resource provisioning techniques can improve the MapReduce performance 

in the Cloud environment.  

 

V. Significance and Applications of Big Data Adaptation in Cloud 
With the help of Cloud computing the Big Data can be effectively collected, stored, shared, and 

transferred at very high speed. The Cloud computing infrastructure has served as an efficient to address the data 

storage necessary to perform data analysis. Cloud computing allocates the services dynamically to the Big Data 

analysis, according to the user needs via virtual resources and the Internet. Hence, it reduces the costs of 

hardware and the application software also no longer installed on a local machine. The Big Data analysis makes 

use of parallel data processing in a distributed environment with the help of Cloud computing thus enables the 

massive data analysis with affordable cost and reasonable time.  

With the assistance of cloud computing infrastructure, the businesses and users can access the 

application services from anywhere in the world.  Big Data and Cloud Computing together, allow the data 

analysts and decision makers to discover new insights for Intelligence analysis and allow the business users to 

get the answers to their ad-hoc analysis questions faster with higher precision. The Big Data analysis, such as 

Fraud Detection, Ad serving, Log analysis, Web Crawling and Recommendation Engine achieves better 

performance results with the help of Cloud infrastructure.  Big Data technologies along with the Cloud help the 

organizations to differentiate through productivity and efficiency improvement.  

  

VI. Conclusion 
 Big Data Mining is still a challenging and time demanding job that requires expensive software, large 

computational infrastructure, and effort.  Cloud assisted big data Analysis helps in alleviating these problems by 

providing resources on-demand with costs proportional to the actual usage in the digital world.  It analyzed the 

possibilities of handling cloud based Hadoop with MapReduce in the Cloud assisted Big Data Integration and 

Knowledge Extraction.  This paper analyzed the related work, identifies the challenges and benefits in adopting 

Hadoop to the Cloud for the heterogeneous data integration and knowledge extraction with Big Data. 
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