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Abstract: The information system security is nowadays paramount, it is for what we are focused in our research to talk about a basic of security which is cryptography, and specially about RSA algorithm, a system of coding with public key developed by Rivest, Shamir and Adleman (R.S.A in 1978). We will discuss three points in our project, the first step is to understand operation of RSA; (preparation of the key, encryption text and decryption text), and we search how we can calculate a product of two binary numbers with a big size (p × q), and which will be the result? After that we will study the function of genetic algorithm and how we can use it to generate a new number of population that we can use them in our cryptanalysis of RSA algorithm.
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I. Introduction

Genetic algorithms, initiated in 1970s by John Holland, based on derivatives of the genetic and evolutionary mechanisms of nature techniques: cross, mutation, selection. Their fields of application are extensive. Besides the economy, they are used for optimization functions (De Jong (1980)), finance (Pereira (2000)), and in cryptography in 1993 by Spillman, Janssen, Nelson and Kepner and their job was to break a simple substitution.

Several studies have been made in this topic; genetic algorithm approach was used only to break classical crypto systems (Mono-alphabetical Substitution, Poly alphabetical Substitution, Permutation cipher, transposition cipher, encryption of Merkle-Hellman, encryption of Chor-Rivest, encryption of Vernam). Cryptography is a huge topic, this paper will focus primarily on the crypto system RSA, and how we can use genetic algorithm in cryptanalysis of RSA.

II. Crypto System RSA

Initiated by Rivest, Shamir, Adleman in 1977, it’s the more used algorithm in the world. And its security based on the factoring problem [3].

All the operation of crypto system RSA occurs in a set of integer. Are p and q two prime numbers with big size. We note N = pq. The number N east calls RSA module.
Let us suppose that two people A and B want to communicate in a secure way by using crypto system RSA. For that, they must, each one of them to prepare a RSA module, two keys e and d, to carry out a procedure of encrypting and signature and a procedure of decrypting and verification of the signature.

Example of factoring
77 = 7 x 11.
1562900109403 =??
If N = pq, how can we find p and q or calculating
• (p-1)(q - 1).
• Difficult problem if p and q are big
In the first part of this work, we study the operation of encryption and decryption RSA.

I. Operation of RSA

The different operation of the RSA passes by the following stages [5]:

1.1. Preparation of the keys

If Bruno wants to send a message to Alice
So Alice carries q two prime numbers
Choice of p and q
Calculation of n = p × q
Calculation of φ (n) = (p-1) (q-1)
Choice of an exhibitor and calculation of his reverse exhibitor e such as pgcd (e, φ (n))=1
Calculation the reverse d of e modulo φ (n) by the algorithm of Euclid \( d \times e \equiv 1 \pmod{\phi(n)} \)
=> So the public key of Alice is made up by the 2 numbers n and e and private key d who Alice keeps for it.

1.2. Encryption of the message
To send a secret message to Alice, it transformed this message to an integer m from the interval [2; N]. Bruno recovers the public key of Alice: n and e, calculate the coded message \( X = m^e \pmod{n} \) and transmits this message to Alice.

1.3. Decryption of the message
Alice receives message \( X \) of Bruno, use the private key d to decrypt it, on calculating \( m = x^d \pmod{n} \).

![Figure 1. Encryption and decryption RSA algorithm](image1.png)

III. Algorithm Of Karatsuba
The second phase of our research tasks is focused on the algorithm of Karatsuba which was discovered in 1960, it makes it possible to multiply quickly two numbers of N figures with a complexity lower than naive method. We use this algorithm to have a multiplication of big binary numbers, A and B two numbers positive writings on base 2 of \( N=2^k \) figures, we can write: \( A = (a_1 \times 2^k + a_0) \) and \( B = (b_1 \times 2^k + b_0) \), with \( a_0, b_0, a_1, b_1 \) of the binary numbers has \( k \) figures.

It is noticed whereas the calculation of \( AB : (a_1 \times 2^k + a_0) \times (b_1 \times 2^k + b_0) \) does not require the four products \( a_1b_1, a_1b_0, a_0b_1 \) and \( a_0b_0 \).
But can in fact being only carried out with the three products \( a_1b_1, a_0b_0 \) and \( (a_1 - a_0) \times (b_1 - b_0) \)
\( AB = a_1b_1 \times 2^k + (a_1a_0 - a_1b_1 + a_0b_0) \times 2^k + a_0b_0 \)

What we can write as

To divide: we breaks up A and B the numbers of 2k figures in \( A = (a_1 \times 2^k + a_0) \) and \( B = (b_1 \times 2^k + b_0) \) or \( a_0,b_0,a_1,b_1\) are numbers with K figures.
To reign: we solves by recursive call the problem for \( a_0b_0, a_1b_1 \) and \( (a_1 - a_0) \times (b_1 - b_0) \)
We coded this algorithm with C++ language and for that we can find a product of p and q to use them in our RSA algorithm.

![Figure 2: result of KARATSUBA algorithm](image2.png)
![Figure 3: code of KARATSUBA algorithm](image3.png)
IV. GENETIC ALGORITHM

Genetic algorithm are in the family of meta-heuristic algorithms whose goal is to obtain a suitable solution in an acceptable time. Their aim is to improve the understanding of natural processes of adaptation and design artificial systems with similar properties to natural systems.

The GA does not allow obtaining an exact optimal solution, but rather a quality solution and that in little effort, and they need important research spaces. They operate on a population of points rather than a single point. Unlike other methods, they use coding parameters and not the parameters themselves [6] [7].

The operation of a basic genetic algorithm is as follows:

- **Initialization:** these randomly generate a given size of population of individuals;
- **Evaluation:** each chromosome is decoded and evaluated;
- **Selection:** use of an appropriate selection technique to create a new population of N chromosomes;
- **Reproduction:** it is, in fact, to recombine two matched individuals (in the previous phase) to create two new individuals. There is thus a possibility of changing or dipped in the new population.
- **Back:** decoding and evaluation phase of chromosomes, to stop the process.

1. The operators of the algorithm

There are four classical genetic operators: Coding; Selection; Cross-over; Mutation; Replacement.

1.1. Coding:

There are three main types of encryption used:

- **Binary encoding:** it is the most used, each gene has the same binary alphabet {0, 1}
  - A gene is represented by a long integer (32 bits)
  - Chromosomes (gene sequences): represented by the genes of Tables
  - Individuals: represented by chromosomes tables.

For example the problem of traveling salesman, may prefer to use the alphabet allelic {c1, c2, c3... ci} which C represents the city of number i.

- **The actual coding:** this can be especially useful if you search for the maximum of a real function.

*The Gray coding:* In the case of a binary coding, is often used "Hamming distance" as a measure of the dissimilarity between two population members, this measurement counts bits of differences even between these two sequences. Moreover, this is where the binary encoding begins to show its limits. Indeed, two neighboring elements in terms of hamming distance do not necessarily encode two nearby elements in the search space. So this disadvantage can be avoided by using a "coding Gray": Gray coding is a coding, which has the property that between an element n and an element n + 1, neighbor in the search space, a single bit differs.

1.2. Selection:

The selection aims is to identify individuals who should reproduce. This operator does not create new individuals but identifies individuals based on their adaptive function, the most suitable individuals are selected while the less well-adapted are discarded.

The selection should favor the best elements according to the criterion to be optimized (minimized or maximized). This allows to give individuals whose value is greater more likely to contribute to the next generation. There are several methods of selection, the best known being the "Wheel of Fortune" and "selection tournament"
1.3. Crossover:

Applied after the selection operator on population P; we are left with a population P’ of n / 2 individuals and should double that number so that our next generation is complete.
Each segment of the parent 1 is exchanged with its "counterpart" of the parent 2 with probability crossover pc.
=> 2 resulted from that process son for each couple and our population P ’ so well now contains n individuals.

1.4. Mutation:

This operator is to change the value of an allelic gene with a very low probability Pm
Between 0.01 and 0.001.
We can also take Pm = 1 / Lg where Lg is the length of the bit string encoding our chromosome.
We summarize the change as follows:
An expected return function is used true with probability Pm.
For each locus do
Call to the function
IF this function return true THEN
We reverse the bit located at this locus
END IF
END FOR

1.5. Replacement:

This operator is the simplest; his job is to reintroduce the offspring obtained by successive application of selection operators, crossover and mutation (population P’ ) in the population of their parents (P population).

In general, it can be assumed that a new individual (child) takes place within the population only if it meets the criteria to be more efficient than the least efficient of individuals from the previous population.
So the children of a generation do not necessarily replace their parents as in the steady replacement and the same size of the population is not static over time.

A form of a genetic algorithm:
1) Initialize the initial population P.
2) Assess P.
3) WHILE (Not Convergence) DO:
   a) P = Selection of Parents in P
   b) P’ = Apply Crossover operator P’
   c) P’ = Apply Mutation operator P’
   d) P = P Replace Alumni their Descendants of P’
   e) Evaluate P
END WHILE

2. Operating diagram:
V. Our approach applied to the new RSA algorithm

The first step in our research is to understand a different operations of RSA algorithm, study a factory problem, and how can we find p and q to cryptanalysis of RSA. For that we study how we can find p and q with using KARATSUBA algorithm. This algorithm will help us to have a product of N= pxq two big number with k figures. Now and for the first time we work of how to apply genetic algorithm in cryptanalysis of RSA. For that we decide to use different operations of GA (coding, selection, crossover, mutation and replacement) to generate a new population with two individual p and q to use them in cryptanalysis of RSA.

VI. Conclusion

In this paper, we have discuss used of genetic algorithm and other operators for the cryptanalysis of RSA. We have to discuss two phases, the first one is how we can find a product of two numbers with big size (p and q) with this product we can find N=pxq to cryptanalysis of RSA, the second phase is to applies genetic algorithm with his different operations (evaluation, selection, cross-over, mutation..) to generate a new individual p and q, and uses in our cryptanalysis RSA.
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