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Abstract: Data mining is viewed as an essential part of the process towards knowledge discovery. Through data mining process different kinds of patterns that is frequent pattern and others, are discovered, evaluated and presented as knowledge. Mining data from large database repositories which contains vast amount of data is not only interesting but also essential since it yields useful and novel information which aid organizations and other individuals in decision making. Many previous research works based on frequent pattern mining algorithm and association rule mining are focused on transactional data, yet there are other interesting types of data which requires just about same study in order to perform mining techniques on them so as to discover novel information. This paper elaborates mining of Object-relational data in relation to transactional data as a base of understanding, later uses differed mining algorithms to uncover frequent patterns and evaluate performances of these algorithms. Two approaches for this mining task was proposed, namely fundamental approach and nested-relations approach.
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I. Introduction

Data Mining (DM) has attracted more attention in recent years probably because of the popularity of the concept of “Big data”. Simply DM can be referred in different manners for instance as an extraction of knowledge from an immense amount of data available in different data repositories primary databases and other data repositories such as data warehouses and Internet-based global information systems i.e. World Wide Web. It’s also viewed as an essential part of the process towards Knowledge Discovery from Data (KDD) [1-3].

From a DM process different kinds of patterns such as frequent, infrequent, rare and negative patterns are discovered, evaluated and presented as novel knowledge that’s essential. Information and knowledge discovered from DM process can be used for applications ranging from market analysis, fraud detection, and customer retention, to production control, web search, digital libraries, science exploration and discovery [4, 5]. KDD process generally consists of three phases namely Pre-processing (pre-processing data before mining), Data mining, Post-processing (pattern evaluation and knowledge presentation after data mining) [6].

1.1 Research incentive

This research was driven from shortcomings determined during analysis of most common and new algorithms used for frequent pattern mining. Based on the analysis, many frequent patterns mining algorithms often operate on transactional and/or relational data model. However due to advances of technology in database systems many organizations have been adopting and acquire their Database Management System (DBMS) in ORD model, and this brings the need for further study of these instances and determine how to mine knowledge from them.

1.2 Study contribution

Research findings yield basic understanding of an ORD model, in form of their structure and operation in their Object Relational Database Management System (ORDBMS). Furthermore, it provided its perspective on how to mine frequent patterns on ORD using present frequent pattern mining algorithms, and later to evaluate performance of these algorithms in terms of run time and memory usage.

This research presents fundamental knowledge to organizations and users on how mining frequent patterns is vital as it enable one to be able find associations and correlation relationships in their ORD and be able to make decisions based on the findings. A well performed algorithm may be applied on organizations working object relational databases so as to determine frequent patterns on their data and be able to explore relationships between them.

II. Literature Review

"Pattern mining” is a data mining task that involves finding existing patterns in data [7]. FP mining is the mining of patterns which occur frequently in a certain targeted data set from data rich repositories, for
instance relational databases, data warehouses, transactional databases, object-relational databases and others.

It discovers implicit, previously unknown, and potentially useful knowledge in the form of patterns revealing frequently co-occurring items, events, or objects [8]. There are many kinds of frequent patterns mainly are itemset, sequential and structured patterns that appear in a data set with frequency no less than a user-specified threshold [5, 9-11].

Finding frequent patterns play an essential role in mining tasks that try to uncover interesting patterns among big data, such as association rules and correlations. Furthermore, it helps in other data mining tasks such as classification, and clustering and many more of which the mining of association rule is one of the most popular research area, and thus frequent pattern mining has become an important data mining task [12-15]. This section details evolution of data models and different mining algorithms.

2.1 Data models

One of the most important applications for computers is storing and managing information. The manner in which information is organized can have a profound effect on how easy it is to access and manage. Perhaps the simplest but most versatile way to organize information is to store it in tables. The relational model is centered on this idea as Codd in late 1960’s to 1970, proposed that database systems should present the user with a view of data organized as two-dimensional tables called relations [16-18].

Relational model can be applied to many different applications [19]. Moreover, its simplicity, the separation of logical from physical level and the ease of expressing operations declaratively by the Structured Query Language (SQL) led to wide adaptation of relational model by DBMS developers and DB application developers. Although by 1990, relational database systems were standard, yet the database field continues to evolve, and new issues and approaches to the management of data surface regularly. By then object-oriented features started to infiltrate the relational model [20].

In object-oriented data model main construct is an object. As in ER model we have entities and in relational model, there are relations similarly we have objects in OO data modeling [21]. In this model concept, any physical or abstract thing is regarded as objects and relates them to the real world. It can be a person, place, thing, or a concept. An object can be used to model the overall structure not just a part of it. Relational model has been extended to object-relational model by incorporation of features such as structured types of attributes, methods, identifiers for tuples and reference, adopt from OO model [20].

2.2 Mining algorithms

This section briefly describes some of the algorithms for mining frequent patterns. The main operation of these mining algorithms is to compute the occurrence frequency of the interesting set of items among a certain dataset [22]. The algorithms are of different categories such as vertical data format and horizontal data format [23-25].

- Horizontal data format includes algorithms such as Apriori algorithm, FP-growth algorithm and RARM algorithm
- Vertical data format include algorithm such as ECLAT algorithm.

Other algorithms include RElim.

2.2.1 Apriori algorithm

The algorithm was first proposed for mining frequent itemsets for finding association rules; further the algorithm uses prior knowledge of frequent itemset properties [26, 27]. An algorithm employs an iterative approach known as a level-wise search, such that large Itemset generated at k level are used to generate candidates at k+1 level and the database is scanned multiple times as long as large frequent Itemsets are generated [5, 13, 14, 28-30]. To start, the set of frequent 1-itemsets is found by scanning the database to accumulate the count for each item, and collecting those items that satisfy minimum support count (min_sup) [31]. Then, the resulting set is denoted as L1. Next, L1 is used to find L2, the set of frequent 2-itemsets, which is used to find L3, and so on, until no more frequent k-itemsets can be found. The finding of each Lk requires one full scan of the database.

Even though the algorithm is said to popular and the earliest to be implemented for mining frequent patterns, there are two limitations to this same algorithm that’s complex candidate itemset generation process which consumes large memory and enormous execution time, as well as excessive database scans for candidate generation [28].

2.2.2 FP- growth algorithm

This is the mining of frequent patterns without a candidate generation as compared to the Apriori algorithm detailed above. The algorithm uses a tree-based data structure, FP-tree, and the corresponding mining algorithm, FP-growth, for discovering frequent patterns [30, 32, 33]. The algorithm requires only two database
scans to complete the mining task. FP-growth algorithm shows that it is efficient and scalable for mining both long and short frequent patterns, and is about an order of magnitude faster than the Apriori algorithm.

2.2.3 RARM algorithm

It’s an algorithm that avoids complex candidate generation process. By using a novel tree data structure known as Support-Ordered Trie Itemset (SOTrieIT), RARM accelerates the mining process even at low support thresholds [28, 34]. A TrieIT is a set of nodes in tree consisting of 2 values (Item Label and Item Support). SOTrieIT is a sorted ordered TrieIT in which nodes are sorted with their respective support count. Highest support item moves to the left most nodes and lowest support node is at the right most position in the tree.

As the main bottleneck in association rule mining and in Apriori algorithm is the generation of candidate 1-Itemset and 2-Itemset, Performance of RARM is radically improved by using SOTrieIT. Generating 1-Itemset and 2-Itemset is a time consuming process in data mining and candidate 1-Itemset and 2-Itemset can easily be extracted from the SOTrieIT [35].

2.2.4 ECLAT algorithm

Both Apriori and FP-growth methods mine frequent patterns from a set of transactions in TID-itemset format (that is, TID : itemset), where TID is a transaction-id and itemset is the set of items bought in transaction TID, this data format is known as horizontal data format [13]. Alternatively, data can also be presented in item-TID set format (that is, item : TID set), where item is an item name, and TID set is the set of transaction identifiers containing the item. This format is known as vertical data format. ECLAT algorithm uses vertical database layout and the intersection based approach to compute the support of an itemset, but also it uses depth-first strategy to reduce size of generating collections of candidate itemsets [14, 36].

2.2.5 RElim algorithm

Recursive elimination is an algorithm for finding frequent item sets, which is strongly inspired by the FP-growth algorithm. It does its work without prefix trees or any other complicated data structures, processing the transactions directly. Its main strength is not its speed, but the simplicity of its structure [37].

III. Mining Frequent Patterns On ORD

This is the extraction of knowledge from object relational data by uncovering hidden frequent patterns from Object-relational databases (ORDBMS). In this section we proposed two approaches on how to mine ORD, in which one will be used in performance evaluation. The elaboration of this type of data to be mined will be done in comparison to/or following the transaction data platform, since most of frequent patterns mining algorithms were primary developed to find frequent itemset pattern on transactional databases.

Basically, ORD and transactional data have their similarities and their differences mainly because; ORD has some extension features of object-oriented data model. As detailed original relational data, could not store nested relations, but due to this extension features, ORD is able to store some nested relations and has many more other features to facilitate storage, modification and manipulation of DBMS.

3.1 Object-relational DBMS

ORDBMSs synthesize the features of Relational DBMSs with the best ideas of Object Oriented DBMSs. Although ORDBMSs reuse the relational model as SQL interprets it, the OR data model is opened up in novel ways. New data types and functions can be implemented using general-purpose languages such as C and Java. In other words, ORDBMSs allow developers to embed new classes of data objects into the relational data model abstraction.

With the operation of ORDBMS using ORD model, there several changes of structure of database architecture, though in a mining perspective, the only concern is the tuple identifier factor as it’s a unique as the object_ID, and the nested relations which can now be implemented in a database as to compared with relational databases where nested relations could not be stored all at once, and later course to have many related tables in a relation storing the nested relations. Below on the next two subsections, we elaborate the proposed two approaches on how to mine ORD to obtain frequent patterns. These approaches were based on, with and without nested relation factors.

3.2 Fundamental Approach

This is the mining of ORD from object relational databases without nested relations. I used comparison of this structure of object relational data with that of the transactional data to bring out the similarity which is useful in the mining process of this approach. Let’s compare this type of relation and that of transaction using sample data.
In a mining perspective, number of attributes in ORD is the number of items in transactional data, and number of instances equals to objects defined by object_ID (OID) in ORD and transactions defined by T_ID (TID) in transactional data.

The following are parameters needed to be defined during mining of ORD using different algorithms in comparison to transactional data, as it is well known that for frequent pattern mining tasks to take place two vital input parameter must be defined on the algorithm in order to output frequent patterns The minimum support count and threshold, using a support counts to define number of occurrence of items in a database, let’s assume the minimum support count = 1 and total number of transactions or objects is 10, then to obtain a min_sup threshold,

The corresponding relative support is \( \frac{\text{minimum support count}}{\text{Total number of transactions/objects}} \) = 0.1 or 10%

Parameters for mining transactional data

Input: \( D \), a database of transactions; \( \text{min sup} \), the minimum support count.

Process: Mining algorithm (See Section 2)

Output: \( L \), frequent itemsets in \( D \).

Parameters for mining Object Relational Database

Input: \( D \), a database of objects; \( \text{min sup} \), the minimum support count.

Process: Mining algorithm (See Section 2)

Output: \( L \), frequent attributes in \( D \).

In each algorithm for mining frequent patterns, it usually require at least a single scan of an entire database to count and determine number of occurrence each of item, a count which is compared to the minimum support threshold defined by the user to determine which items are worth taken as frequent items. Input parameters for all algorithms were; an input arff file that contains synthetic data for testing the algorithms, an output text file which define output structure, and a user defined minimum support threshold.

Output results in each algorithm include;

- **Apriori**: Candidate count and maximum candidate size, number of frequent itemsets, maximum memory usage in mb and a total time in ms
- **FP-growth**: Objects (Transactions) count, number of frequent itemsets, maximum memory usage and a total time
- **ECLAT**: Objects (Transactions) count, number of frequent itemsets, maximum memory usage and a total time
- **RElim**: Number of frequent itemsets, maximum memory usage and a total time

As it can be seen, using a fundamental approach, with an assumption made that the Object Relational Database is without nested relations; ORD can be mined in a quite similar manner as the current transactional databases. And for that reason, the mining algorithms won’t need structure alteration to perform the data mining task of finding frequent patterns.

### 3.3 Nested-relations Approach

This is the proposed approach for mining ORD from their databases with nested relation, an extension feature from Object Oriented data model. Now, let consider only the Object relational dataset in comparison to transactional data in
Table 1.

<table>
<thead>
<tr>
<th>Object_ID</th>
<th>Name</th>
<th>address</th>
<th>birthdate</th>
<th>Movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Fisher</td>
<td>street, city</td>
<td>1999</td>
<td>Star Wars, Scandal, Return</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Locust, Malibu</td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>Hamil</td>
<td>street, city</td>
<td>1988</td>
<td>Star Wars, Empire, Return</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Oak, B’wood</td>
<td></td>
<td>1977, 1980, 1983</td>
</tr>
</tbody>
</table>

As the figures show that a database with nested relation requires a different approach towards mining of frequent patterns. Even though input and output parameters may be the same, a mining algorithm process will need an alteration before execution.

Parameters for mining Object Relational Database with nested relations

Input: \( D \), a database of objects;
\( \text{min} \_\text{sup} \), the minimum support count threshold.

Process: Mining algorithm

First an algorithm needs to check for an existence of nested relations in an object
If exist nested relations
Then find frequent attriSets
Combine the current frequent attriSets with the remaining attriSets
Then, finds frequent attriSets for an entire database.

Note: this process may be different since each algorithm has its own structure.

Output: \( L \), frequent attriSets in \( D \).

This is a proposed approach for mining object relational data with nested relations. Even though the approach is in its ideal theoretical primary step, we are looking forward for more research to be conducted in order to actually implement this change on present algorithms.

IV. Results And Discussion

In this section, I present the performance result using the fundamental approach of mining object relational data. The performance results were obtained after mining frequent patterns using Apriori, FP-growth, ECLAT and RELIM algorithms. These algorithms were executed in SPMF software version v0.96r16. All the performance evaluation of algorithm on mining ORD were done on LENOVO ThinkPad E445 computer of 2.10GHz AMD A8-5550M APU processor with 4GB RAM running windows 7 operating system of 64 bits.

To check the performance of these algorithms, I used Synthetic dataset available in the SPMF library. Below there is performance results of algorithms in a tabular form and their later evaluation in terms of run time, frequent patterns obtained and maximum memory acquired after execution of algorithms using range of minimum support threshold.

Note: MinSup: 0.1 or 10% that is a minimum support threshold, based on dataset, experiments were conducted using the lowest \( \text{min} \_\text{sup} \) of 0.1 and highest of 0.4.

Analysis of executed results are provided based on run time of an algorithm in milliseconds (ms) and their maximum memory usage in mega bits (mb) as the minimum support (\( \text{min} \_\text{sup} \)) threshold varies. Comparison of performance evaluated is between all four algorithms.

4.1 Performance evaluation using maximum memory used against \( \text{min} \_\text{sup} \)

<table>
<thead>
<tr>
<th>( \text{min} _\text{sup} )</th>
<th>( \text{Apriori} )</th>
<th>( \text{FP-Growth} )</th>
<th>( \text{Eclat} )</th>
<th>( \text{Relim} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max mem (mb)</td>
<td>max mem (mb)</td>
<td>max mem (mb)</td>
<td>max mem (mb)</td>
</tr>
<tr>
<td>0.1</td>
<td>15</td>
<td>11.3</td>
<td>5.8</td>
<td>8.7</td>
</tr>
<tr>
<td>0.2</td>
<td>14</td>
<td>11</td>
<td>3.2</td>
<td>5.2</td>
</tr>
<tr>
<td>0.3</td>
<td>10.9</td>
<td>8.7</td>
<td>7.6</td>
<td>3.7</td>
</tr>
<tr>
<td>0.4</td>
<td>9.9</td>
<td>7.2</td>
<td>10.4</td>
<td>6.3</td>
</tr>
</tbody>
</table>

TABLE 4: Tabular presentation of individual performance result of each algorithm on maximum memory usage against \( \text{min} \_\text{sup} \)
The tabular presentation of maximum memory usage against min_sup of Apriori algorithm and FP-growth algorithm depicts that; as the minimum support threshold increases, maximum memory usage decreases as well as the frequent patterns resulted. This is due to the rule of defined min_sup, that all attribute/items with less support count compared to the user defined minimum support count threshold are not considered as a frequent pattern.

However, ECLAT algorithm depicts inconsistency in maximum memory usage, as it keeps on increasing and decreasing throughout the experiment. As for RElim there is a small fluctuation at the memory usage where min_sup = 0.4, the memory changed drastically to increase, but it was on a good performance with the rest of the min_sup defined.

As the graphical presentation of all algorithms depicts that Apriori and FP-growth seem to be well utilizing the memory usage as the min_sup increase which led to lower number of resulted frequent patterns. Excluding the last min-sup of 0.4 defined, RElim out performs both Apriori and FP-growth in memory usage. Nevertheless, ECLAT algorithm had unsatisfactory performance as its results contain inconsistence.

4.2. Performance evaluation using run time used against min_sup

<table>
<thead>
<tr>
<th>(run time as vs min_sup)</th>
<th>Apriori</th>
<th>FP-Growth</th>
<th>Eclat</th>
<th>Relim</th>
</tr>
</thead>
<tbody>
<tr>
<td>(min_sup)</td>
<td>run time (ms)</td>
<td>run time (ms)</td>
<td>run time (ms)</td>
<td>run time (ms)</td>
</tr>
<tr>
<td>0.1</td>
<td>64</td>
<td>55</td>
<td>58</td>
<td>36</td>
</tr>
<tr>
<td>0.2</td>
<td>7</td>
<td>5</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>0.3</td>
<td>10</td>
<td>2</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>0.4</td>
<td>9</td>
<td>1</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>
As both tabular and graphical presentation depicts, all algorithm are performing at satisfactory run time, as it can be seen that with the lowest min_sup of 0.1 run time were 64 high and 36 low, compared to the rest of the specified min_sup where the run time reduced as the min_sup defined increases, though FP-growth algorithm outperform rest of algorithms that is RElim, ECLAT and Apriori algorithm.

V. Conclusion

We studied Object-Relational Data (ORD) evolution, from relational data model towards an extension of relational data using object-oriented feature, which bring about an ORD. During the research period were able to examine different frequent pattern mining algorithms from the primal Apriori algorithm, FP-growth algorithm towards ECLAT algorithm and RElim algorithm.

Experiments for mining frequent patterns on ORD based on the fundamental proposed approach were done using an online data mining library named SPMF, were synthetic data were used to run different frequent pattern mining algorithms. Through the obtained results, we were able to evaluate performance of these algorithms, which was done based on run time, maximum memory usage and minimum support threshold parameters. Performance yield shows that among the run algorithms, RElim algorithm works better compared to Apriori, FP-growth and ECLAT algorithms in terms of memory usage against minimum support threshold, however in terms of maximum run time FP-growth algorithm shows it can perform better than the rest of algorithms.

Nevertheless, despite of this research finding shown on the performance evaluation results, still there is work to be done on particular two areas that are modification of frequent pattern algorithms and analysis of new data models.

- There is a need for further study and modification of these present algorithms to be able to run object relational data with nested relations, the second proposed approach. The alteration may begin on a primal algorithm that’s Apriori up to recently frequent pattern (itemset) mining algorithms such as Post+ and FIN.
- Technology is becoming more and more advanced led to creation of new data models which acquire researchers to study and provide more efficiency algorithms for securely mining knowledge. Semi-structured-data model including XML, and Post-relational data modeled by Conceptual Universal Database Language (CUDL) and Conceptual Universal Database Language Abstraction Level (CAL) are among the instances.
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