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Abstract: The present work is a contribution on the development of mathematical models for predicting the 

phosphorus contents based on the physicochemical properties of the sediments of the reservoir of the water dam 

Sidi Chahed (Meknes, Morocco). For that purpose, artificial neural networks (ANN) of type multilayer 

perceptron (MLP) was used. The data base used corresponds to 118 samples of superficial sediments taken from 

several stations, and distributed in space and time at the level of the reservoir of the water power plant Sidi 

Chahed. This data base of the neural network, which was collected between 2010 and 2012, consists of the 

phosphorus content (variable to explain or to predict) and physical and chemical parameters as explicative or 

predictive variables. The performance of the mathematical models provided by artificial neural networks of type 

PMC was compared to the multiple linear regression model (MLP). This comparison showed that neural 

stochastic models are more efficient compared to the model on the MLR standard method, for the prediction of 

the phosphorus. This result can be explained by the existence of a non-linear relationship between the 

investigated physical and chemical parameters and the phosphorus contents of sediments from the dam's 

reservoir. The obtained results showed that the most efficient model is that of type PMC with the configuration 

[14-7-1], which uses, as transfer functions, the hyperbolic tangent function in the hidden layer and in the output 

layer, and learning algorithm of type quasi Newton BFGS. 

Keywords: Artificial neural networks, Multiple linear regressions, Physical and chemical parameter, 

Phosphorus, Prediction. 
 

 

I. Introduction 
Water pollution by chemical pollutants has become one of the most serious pollution, which affect 

notably industrial and urban areas. One of these chemical elements responsible for the pollution is phosphorus, 

which comes mainly from domestic waste (sewage, water treatment plants, etc.) and agricultural waste (direct 

discharges and diffuse pollution). 

Moreover, phosphorus is an essential element for the proper maintenance of aquatic ecosystems. In an 

unpolluted lake, phosphorus arriving in lake is consumed almost immediately without creating surpluses. 

However, the addition of phosphorus in the watershed or directly into the lake by human activities can cause 

significant environmental degradation (eutrophication, water pollution, etc.). On the other hand, phosphorus has 

the property to bind to sediment, but can be resuspended during high wind events in shallow lakes. Moreover, 

when there is a lack of oxygen, phosphorus can be released into the waters of Lake thus causing the degradation 

of their quality. 

The present work concerns the modeling and predicting of total phosphorus content based on 

physicochemical parameters of surface sediments of the reservoir of the water dam Sidi Chahed, using two 

modeling tool: multiple linear regression and artificial neural networks (ANN) of type multilayer perceptron 

(MLP). The comparative study of these two methods will test the performances of each of these two modeling 

methods. 

 

II. Presentation Of The Study Area 
Sidi Chahed dam is built on the Oued Mikkes, about 30 km North West of Fez city, on the main road 

linking it to Sidi Kacem city (Fig. 1). Its construction was mainly intended to supply the city of Meknes drinking 

water. Its storage capacity is 170 million m
3
. However, the reservoir water quality was found unfit for human 

consumption due to its relatively high salinity [1] since it’s commissioning in February 1997. 
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Indeed, drainage of very rich land in Triassic of rock salt and gypsum by the Oued Mellah (course salt 

water), the main tributary of Oued Mikkès, whose waters flow directly into the reservoir, is the main origin of 

salinity in the waters of the dam Sidi Chahed [2]. 

 

Figure 1 : Geographic situation of the dam Sidi Chahed relative to Morocco and its 

watershed. 
 

III.  Origin And Data Formatting 
The data base used in this study is that relating to the analysis of 118 samples  sediments taken from 

several station during several campaigns, and distributed in time and space, at the level of reservoir Sidi Chahed 

[3;4;5;6;7]  It was collected between 2010 and 2012, and consists of the phosphorus content  and physical and 

chemical parameters. 

In total we chose fourteen independent variables (predictive) and a single dependent variable (to 

predict). These variables with their designations are recorded in  "Table I ". 

Furthermore, the input data which are the independent variables are untransformed raw values. To 

standardize the measurement scales, these data are converted into standardized variables. Indeed, the values X(i) 

of each independent variable (i) were standardized with respect to its mean and its standard deviation according 

to the relationship (1) [8]. 
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Table I. Variables used in this study and their designations. 

Variables Designations Units Variable Types 

Depth Dp m 

independent variables 

(predictive) 

pH KCl pHKCl - 

pH Eau pHEau - 
Water content WC % 

Conductivity Cond µs/cm 

Fine Fraction (< à 50µm) FF % 
Carbonates CaCO3 % 

Organic Materials OM % 

Total Organic Carbon TOC % 
Nitrogen N2 % 

Potassium K % 
Sodium Na % 

Calcium Ca % 

Magnesium Mg % 

Phosphorus P % 
dependent variable (to 

predict) 

 

The standardization of values for all variables aims to avoid exponential  calculations,very large or 

very small, and limits the increase in the average variance [9]. 

The corresponding values for dependent variables were also normalized in the interval [0, 1] to adapt to 

the requirements of the transfer function used by the neural networks (sigmoid function). The normalization was 

performed according to the relation (2) [8]: 
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Y :  Maximum value. 

 

IV. Prediction Methods 
Several methods are applied to address problems prediction and modelling of complex nonlinear 

systems. These methods are particularly useful when these systems are difficult to model using classical 

statistical methods [10]. 

In this study, we are interested in a comparative study of the analysis of two methods for predicting 

phosphorus levels from the physicochemical parameters of sediments of the dam Sidi Chahed, using two 

modeling tools: multiple linear regression and of artificial neural networks MLP type. 

 

Multiple Linear Regressions 

Linear regression consists in describing the relationships between a dependent variable Y and several 

variables called independent variables X1; X2; ...; Xi. 

Indeed, the multiple linear regression which is a data analysis method, is commonly used for 

establishing predictive models to the phenomena observed in the aquatic environment [11].This method is a 

technique for defining a polynomial function and determines the most significant input variables. The model is 

written: 

(3)          )(...
22110

XXXXY
ii

   

With: 

  : number of independent variable; 

 ε(X) : random noise (error term or regression residual), but which depends a priori point X of the 

data space defined by the values of X1 ; 

 Y : dependent variable; 

  X1, X2, ... Xi : independent variables; 

 β 0 : ordinate at the originally estimated; 

 β1; β2;... ; βi : model coefficients. 
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Artificial Neural Networks  

The neural networks are assemblies units of calculations called formal neurons, whose original 

inspiration was a model of human nerve cell. 

The neuron is the fundamental cell of an artificial neural network, which is strongly connected to the 

elementary processors operating in parallel. It’s a computation unit which receives a number of inputs (Xi) 

directly from the environment or upstream neurons (Fig. 2). When information comes from a neuron, we 

associate it a weight which represents the ability of the neuron upstream to excite or inhibit the neuron 

downstream. Each neuron has one output [12;13]. 

 

Figure 2 : Diagram showing the structure of an artificial neuron. 
 

The connections between neurons which make up the network describe the topology of the model. In 

general, there are several neural network models are models Hopfield, Hamming, Carpenter, perceptron diaper 

and one multilayer perceptron [14;15]. To do more complex calculations, the most used networks are the 

multilayer networks (Fig. 3). 

In multilayer networks, each neuron i receives a series of the signals of neurons j lying at the preceding 

layers (Fig.3). Each connection is assigned a weight. 

The operation of an artificial neural network is governed by the following equation: 

     
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jiijj XWY     (4) 

 i : number of input neurons; 

 j : number of hidden neuron; 

 Wij :  synaptic weights; 

 Xi : input values on the i variable; 

 j : bias (threshold) of neuron j. 

 

Figure 3 : Multilayer neural networks. 

 



Use of artificial neural networks type MLP for the prediction of phosphorus level from the  

DOI: 10.9790/0661-18126170                                        www.iosrjournals.org                                          65 | Page 

V. Results and Discussion 
To develop mathematical models for predicting phosphorus levels from the physicochemical 

parameters of sediments of the dam Sidi Chahed we followed a statistical approach which is based on two 

methods: multiple linear regression (MLR) and artificial neural networks (ANN). 

Multiple Linear Regression  

Statistical analysis by the method of multiple linear regression was performed using Xlstat 2009 on all 

of the database software. Analysis by this method is to find the total phosphorus levels depending all the 

independent variables which are the physicochemical parameters. 
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With: 

R
2
:  coefficient of determination, 

Prob : probability. 
From this result, the model explains 47.6% of the variance (R

2
 = 0.476), but the probability is very low 

value (Pr <0.0001). This means that the model is significant. Figure 4 shows the relationship between the 

observed and estimated levels of total phosphorus in sediment from the dam Sidi Chahed, the model established 

by the method of the RLM. 

 

Figure 4 : Relationship between observed phosphorus levels and those estimated by 

multiple linear regression method (MLR) 

Artificial Neural Networks  

To establish the mathematical model for the prediction of the phosphorus with the method based on the 

principle of artificial neural networks (ANN), the computer software Statistica version 10 was used. This 

software uses a back-propagation algorithm with a supervised learning. 

Statistica is an automated software tool, it also contains an automatic network search tool that can treat 

a large number of neural architecture of different complexity and can select the best set of specific architecture 

for a given problem. It saves time by automatically driving the heuristic search. This research concerns the type 

of network size and network architectures, activation functions, and even error functions in some cases.  Use of 

this software has recently been described in detail by [16]. 

To demonstrate the quality of predictive models, the data used in this study are divided into three 

groups. The first group corresponds to 60% of the total data. This group will be used to drive the system. 

The second group corresponds to 20% of the total data and it will be used to validate the network. The 

remaining 20% that dit not participate in the learning models will be used as an independent test of network 
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generalization. It should be noted that these three groups of data were drawn from a random manner among the 

total database. 

Several architectures were simulated for learning and validation. The tool ANS Statistica gives 

architects having the maximum correlation value and the minimum value of the mean squared error (MSE). 

The algorithms that we have chosen to study are those of type BFGS quasi-Newton. The algorithms are 

available in its Matlab optimization toolbox. This type of BFGS algorithms takes its name from the initials of 

mathematicians C. G. Broyden, R. Fletcher, D. Goldfarb et D. F.S Hanno, who discovered independently in the 

late 60. This is one solution often used when one wishes a descent directions algorithm. 

Table II presents the ten best architectures found by the tool ANS Statistica. It shows correlation 

coefficients and the error for each learning, test and validation according to the number of neurons in the hidden 

layer and the network topology. It also indicates the activation functions for the hidden layer and the output 

layer and the algorithm use. 

The architecture of the most relevant neural network model for predicting phosphorus content is of type 

[14 -7 -1] with a coefficient of determination R² = 0.999 and a mean square error of 
-410×0,03  The model is 

composed of: 

 14 neurons in the input layer containing the independent variables: physical and chemical parameters; 

 7 neurons in the hidden layer; 

 1 neuron in the output layer: phosphorus levels. 
 

Table II. Summary of best performance obtained for each architecture models established by artificial 

neural networks type MLP with BFGS algorithm for predicting phosphorus 

Network 

Architecture 

Activation functions Coefficients of determination 
Mean square errors 

x 10
+4

 

Hidden 

layer 

Output 

layer 
learning test validation learning test validation 

[14-9-1] Logistic Identity 0,9992 0,9997 0,9973 0,15 0,05 0,03 

[14-5-1] Identity Identity 0,9991 0,9999 0,9969 0,17 0,02 0,04 

[14-7-1] Tanh Tanh 0,9999 0,9985 0,9983 0,03 0,02 0,02 

[14-13-1] Exponential Identity 0,9993 0,9996 0,9973 0,15 0,01 0,05 

[14-13-1] Tanh Identity 0,9993 0,9999 0,9977 0,12 0,04 0,03 

[14-5-1] Identity Identity 0,9991 0,9999 0,9970 0,17 0,02 0,04 

[14-5-1] Identity Identity 0,99901 0,9999 0,9972 0,18 0,02 0,04 

[14-13-1] Identity Identity 0,9991 0,9999 0,9969 0,17 0,02 0,04 

[14-14-1] Identity Identity 0,9991 0,9999 0,9971 0,17 0,02 0,04 

[14-5-1] Identity Identity 0,9991 0,9999 0,9969 0,17 0,02 0,04 

  

The model uses the same hyperbolic tangent activation function for the hidden layer and the output 

layer. The figure 5 shows the architecture of the developed model of neural networks. 

Neural networks thus provide an improvement of 52.2% compared to multiple linear regression. This 

relatively significant improvement indicates a nonlinear relationship between the physicochemical parameters 

and the phosphorus content of the sediments of the reservoir of the dam Sidi Chahed. 

The figure 6 shows the relationship between observed phosphorus levels and those estimated by the 

model established by artificial neural networks (ANN) for the entire database. 

The figure 7 describes training of the network. It shows that after number of iterations 128, the desired 

result is achieved. With 7 hidden neurons, the two curves relating to the evolution of the mean square error of 

the two phases properly converge on the minimum mean square error (MSE). 
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Figure 5 : Architecture of the neural network with three layer configuration [14-7-1] for 

predicting phosphorus levels. 
 

 

Figure 6 : Relationship between observed phosphorus levels values and those estimated by 

the ANN model established for the prediction of phosphorus. 

Comparison Between The Two Models 

Comparison of the results obtained by the different models shows that the model established by ANN 

neural networks is the most efficient than the model established by multiple linear regression MLR. This 

performance is due to the importance of the coefficient of determination is 0.999 for the first model and was 

0.476 for the second, during the learning phases 

Tables III and IV respectively represent the coefficients of determination and the mean square errors 

for the three samples of training, validation, and test, which are obtained by the models established respectively 

by the ANN and the MLR. 
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Figure 7 : Evolution of the mean square error with 7 neurons in the hidden layer for the 

case of phosphorus. 
 

Table III. Coefficient of determination and the mean square error (MSE) obtained by the model established 

by the ANN for the three phases of learning, validation and test. 

Phase R2 MSE×(10+4) 

Learning 0.999 0.03 

Validation 0.998 0.02 

Test 0.998 0.02 

Table IV. Coefficient of determination and the mean square error (MSE) obtained by the model established 

by the MLR for the three phases of learning, validation and test. 

Phase R2 MSE×(10+1) 

Learning 0.476 0.19 

Validation 0.655 0.03 

Test 0.772 0.01 

 

These results show that the model established by neural networks keeps almost the same performance 

during the three phases of learning, validation and testing, as opposed to the model established by the multiple 

linear regressions, which shows a degradation of performance while passing of learning, validation and test. 

Indeed, the coefficients of determination calculated by the ANN model type are significantly higher, 

for against the coefficients calculated by the MLR model type is lower. The parameters are thus non-linear 

because the coefficients are very high in the case of analysis with ANN and lower with the. 

 

Residues Study 

The error made by the models established by each method on an individual of sample of construction 

the model is called residue. The study of the latter is designed to test the validity of a model. Residues or 

"observed errors" are defined as the differences between the observed values and the values estimated by a 

model, they have the distinction of representing the portion not explained by the MLR model. 

The residues analytical methods are mainly graphical analysis methods. The figure 8 shows the 

residuals relating to the model established by artificial neural networks and those relating to the model 

established by multiple linear regression based on the estimated values. 
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Figure 8 : Residues relating to the models established by multiple linear regression and 

artificial neural network depending of estimated values. 
 

This figure shows that for phosphorus study, residues obtained by the model established by the neural 

network method are less dispersed (close to zero) against those obtained from the model established by multiple 

linear regression are more dispersed. 

 

VI. Conclusion 
Statistical analysis applied on the physicochemical parameters for the prediction of the phosphorus 

level was conducted using both modeling methods: the multiple linear regression and neural networks. 

The results of these treatments have shown that predictive models established by the recent method, 

based on the principle of artificial neural networks are more performing compared to those established by the 

method based on multiple linear regressions. This performance seems to be due to the fact that phosphorus 

levels in the sediments of the dam Sidi Chahed, are linked to the physicochemical characteristics of the medium 

with non-linear relationships. Also, residues graphs showed the power of neural networks in data modeling. 

On the other hand, we showed that the architecture for the establishment of the most powerful model 

with artificial neural networks to predict the phosphorus levels content of sediments of the dam reservoir Sidi 

Chahed, is one formed of three layers of configuration neurons [14-7-1], which uses, as transfer functions, the 

hyperbolic tangent function in the hidden layer and in the output layer, and learning algorithm of type quasi 

Newton BFGS. 
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