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Abstract: Map-Reduce is drawing attention of both industrial and academic for processing of big data. In this 

paper, we have mainly focused on core scheduler of Hadoop i.e. Capacity Scheduler. The scheduler assigns 

tasks to the resources. Capacity Scheduler shares various resources in a cluster between concurrent jobs. We 

have performed various experiments based on Map-Reduce benchmark applications i.e. TestDFSIO, Pi, Word 

Count for analyzing and performance enhancement of capacity scheduler in terms of both execution time as well 

as capacity. We have proposed a method Synchronized and Comparative Queue Capacity Scheduler (SCQ) that 

makes better resource utilization which reflects enhanced performance in terms of execution time, throughput 

and average IO rate. 
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I. Introduction 
Map-Reduce model has being successfully used by various industries to perform large computations. After 

being strongly promoted by Google, it has also been implemented by the open source community through the 

Hadoop [1] project, maintained by the Apache Foundation and supported by Yahoo! and even by Google itself. 

Since 82% of information is in "unstructured" kind, it should be formatted in a very unique manner that creates 

it suitable for ulterior analysis and data processing [2]. Hadoop is a platform for creating such data into the 

structured form which helps in analysis of big data. Hadoop has its origins in Apache Nutch, an open supply net 

program, itself a locality of the Lucene project [2] [4]. As we know that large data is being generated and for 

processing such large data in less time, scheduling needs to be done. The role of the scheduler is to schedule 

Map and Reduce task to minimize the job completion time and maximize resource utilization. The goal of 

Hadoop is to supply economical and high performance process of massive information applications [5]. 

 

A. Overview Of Hadoop 

Hadoop consist two components mainly as Hadoop Map-Reduce and HDFS [6] [7]. 

 

 
Fig. 1.1: Components of Hadoop (Map-Reduce and HDFS) 

 

Figure 1.1 shows the components of Hadoop described as follow: 

HDFS: Hadoop Distributed File System (HDFS) mimicking Google File System (GFS) [8] and Hadoop Map-

Reduce. The storage system of Hadoop is HDFS (Hadoop Distributed File System). For processing data in 

Hadoop, it uses Map-Reduce engine which runs on the top of HDFS as shown in Figure 1. The engine of 

Hadoop works as master-slave architecture. As we can see in the Figure 1 there is one master node and many 

slave nodes. The master node has JobTracker and NameNode where as the slave node has TaskTracker and 

DataNode. The JobTracker keeps the track of all the TaskTracker. The jobs are parallelized automatically to the 

TaskTracker. The NameNode has all the information about all the DataNodes. Task Scheduling technology [9], 

one of the key technologies of Hadoop platform, mainly controls the order of task running and the allocation of 

computing resources, which is directly related with overall performance of the Hadoop platform and system 

resource utilization. Data Nodes conjointly perform block creation, deletion, and replication upon instruction 
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from the Name Node [10]. Existing research [11], [12] shows that the performance of Map-Reduce applications 

depends on the cluster configuration, job configuration settings and input data. 

Map-Reduce It has been developed by Google in 2004.  In Hadoop, applications consist of map and reduce 

tasks that operate on data stored on the HDFS file system [3]. 

 

 
Fig. 1.2: Map-Reduce Framework 

 

In Figure 1.2, job is divided by Hadoop`s Map phase into fixed sized pieces called input split. Reduce 

phase collects the output and reduces it into a single output. But the main component of Map-Reduce is job 

scheduler. It schedules Map and Reduce task so that it completes in minimum time. In Hadoop version 1, there 

is an assumption taken by the scheduler that the resources such as memory, CPU, network etc are of 

homogenous type. Where as in Hadoop version 2(Hadoop Yarn), resource aware job schedulers to Map-Reduce 

have been introduced. The paper is organized as; Section II is described as Related Research Work. Section III 

presents Experimental setup and work done. Section IV has results and discussions. Section V includes the 

conclusion.  

 

II. Related Research Work 
The Job runs on the JobTracker and it plays an important role in deciding where job will be executed in 

the cluster. Hadoop Yarn provides the resource management and a platform to deliver consistent security and 

operations. Yarn is created by separating the Map-Reduce capabilities of processing and resource management. 

Resource Management can help in predicting the behavior of resources on the cluster. 

There are three core schedulers of Hadoop FIFO scheduler, Fair Scheduler and Capacity Scheduler. 

 

B. FIFO Scheduler 

In the earliest Hadoop Map-Reduce computing architecture, the essential job sort is massive batch jobs 

that a single user submits the job, thus Hadoop use inventory accounting (First in 1
st
 out) rule in early planning 

algorithm [13]. 

FIFO is the default Hadoop scheduler [14]. The scheduling is based on the arrival time; heterogeneity 

in the system is ignored. The experience from deploying Hadoop in large systems shows basic scheduling 

algorithms like FIFO can cause severe performance degradation; particularly in systems that share data among 

multiple users [15]. The Scheduler is single queued and jobs are executed in sequential manner. FIFO is 

designed only for single type of job so, when multiple users run the job on the cluster, the performance 

degrades. 

 

C. Fair Scheduler 

Fair Sharing is a Hadoop scheduler introduced to address the shortcomings of FIFO, when dealing with 

small jobs and user heterogeneity [16]. The scheduling allocates resources to pools. The scheduler is responsible 

for defining the pool for each user. The aim of the scheduler is fair sharing of resources among the user. 

Resources to jobs such every job gets, on average, an equal share of resources over time [17]. It lets short jobs 

complete among an inexpensive time whereas not starving long jobs [18]. The objective of honest scheduling 

rule is to try and do a equal distribution of compute resources among the users/jobs within the system [1]. Fair 

scheduling gives better performance for large clusters in comparison to FIFO scheduling. Also, it will limit the 

quantity of coincidental running tasks per pool [19]. Tao et. al.  introduced an improved truthful scheduling 

formula, that takes under consideration job characteristics and information locality, that decreases both 

information transfer and therefore the execution time of jobs. This algorithm does not consider the duty weight 

of each and every node, that this is often a crucial disadvantage of it. 
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D. Capacity Scheduler 

Capacity Scheduler [20] originally developed at Yahoo addresses a usage scenario where the number of 

users is large, and there is a need to ensure a fair allocation of computation resources amongst users. Fair 

scheduler and capacity scheduling algorithm is very similar but capacity scheduler used queue instead of job 

pool. Each queue is assigned to associate. The scheduling allocates resources to the pools and there is FIFO 

scheduling within each pool. Capacity scheduler puts the job into various queues or hierarchy of queues 

according to the conditions, and allocates bound to system capacity for every queue. It also supports hierarchy 

of queues and resources are shared among the sub queues and each user has the limit of some percentage to use 

the resources. If a queue has serious load, it seeks unallocated resources, then makes redundant resources 

allotted equally to every job [4]. Once the job put into the queue and running task is completed then, the 

resources are given back to the main queue. It also allows priority primarily based programming of jobs in 

associate degree organization queue [21]. Queues in Hadoop are not created automatically. For doing all this we 

need to know about the system`s information. After knowing about the system`s configuration, the capacity of 

the queues can be also set which can define the bound on the elasticity of the queue. A single job does not use 

more resources then its queue but the capacity of the queue can be increased using the property of elasticity. If a 

queue has serious load, it seeks unallocated resources, then makes redundant resources allotted equally to every 

job [22]. It also allows priority primarily based programming of jobs in associate degree organization queue 

[23]. Queues are monitored and are assigned more free resources beyond its capacity if needed.  The foremost 

advanced among three schedulers is a vital drawback in capability algorithm [24].   Capacity Scheduler has 

other limits to that it can accept the job for a queue or not. It also supports hierarchy of queues and resources are 

shared among the sub queues and each user has the limit of some percentage to use the resources [25]. If needed 

queues are monitored and are assigned more free resources beyond its capacity. Creation of the queues is not 

done automatically, [26] for this the user needs to know about the system information. Queues are monitored by 

resource manager and if needed more resources are assigned beyond its capacity. 

 

The Capacity scheduler works according to the following: 

1. CapacityScheduer.xml contains the existing configuration of the cluster. It contains the task scheduler 

settings. The queues are set using this information. 

2. When the job is submitted to the cluster, the scheduler checks for job submission limit to evaluate that job 

can be accepted or not. 

3. If the job is submitted, it is assigned a queue. 

4. The JobTracker gets the heartbeat from the TaskTracker and starts the processing. 

5. If required the hierarchy of queues is created and distributed among the various TaskTracker. 

 

III. Experimental Setup 
The performance of Hadoop is dependent on the available resource utilization. We had studied the Capacity 

Scheduler which shares computing resources among the queues. We had performed various experiments on the 

Map-Reduce application benchmark example TestDFSIO, Pi, Word Count. The purpose of this task is to task of 

the scheduler and get optimized performance from optimized performance. 

 

E. Approach 

With the advancement Hadoop from version 1 to version 2, there was increase in performance in terms 

of execution time and capacity of the tasks performed. In Hadoop version 1 fair scheduler was used and in latest 

version of Hadoop approach of capacity scheduler is used. Although capacity scheduler has enhanced the 

performance, the limitation was that it works on the approach of fair scheduler which can be improved further. 

There is a scope of further increasing the performance of capacity scheduler by enhancing the concept of 

pipelining. Once the tasks are performed in a synchronous way and performance of capacity scheduler will 

increase further in terms of both execution time as well as capacity.     

 

F. Methodology 

The methodology used for setting up the system has been shown in the figure 2. Firstly we need to 

install Java. Then we need to create a group for Hadoop users. SSH certification is used for security purpose in 

Hadoop. Secondly we need to install Hadoop. After configuring Hadoop, we need to add Dynamic Scheduler to 

yarn-site.xml.  
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Fig 2: Working of default scheduler 

 

 
Fig 3: Working of our Proposed Method SCQ 

 

Figure 2 and 3 shows the working of default scheduler and the scheduler working with our proposed 

method SCQ. 

G.  Working of our Proposed Method SCQ 

1. Once the resource manager gets started, everything is happening in the form of events.  

2. Capacity scheduler registers itself with the events and acts on those events. When the node is added, 

ResourceTrackService registers with the node manager.  

3. When application or job is added, it will be submitted to the queue. We have added capacity scheduler to 

the file yarn-site.xml for processing Hadoop files.  

4. Once the scheduler starts, the method run on Capacity scheduler gets started. The Component container of 

the Resource Manager takes the responsibility of all the resources like disk, CPU, memory, etc. Then the 

job is given to the existing queue and it is solved in the hierarchical way.  

5. Now, the queues are being created by the method addNewCSQueue.  

private void addNewCSQueues( Map queues, Map newQueues)  

{ 

For(Map.Entryx:newQueues.entrySet()){  

String queueName = x.getKey(); 

CSQueue queue = x.getValue(); 

if  

(!queues.containsKey(queueName)) { 

queues.put(queueName, queue);                                       } 

} 

} 

6. Comparison is done between the queues and capacity allocated to the Queues is being calculated by the 

method CSComparator.  

 

static final CSComparator 

queueComparator = new Comparator ()  

{ 

public int compare(CSQueue x1, CSQueue x2)  

{ 

if (x1.getUsedCapacity()<x2.getUsedCapacity())  

{ 

return -1; 

} 

Else if 

(x1.getUsedCapacity () >x2.getUsedCapacity ())  

{ 

return 1; 

}   

return x1.getQueuePath().compareTo(x2.getQueuePath ()); 
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} 

}; 

7. The synchronization is between the queues is done by using the method SynchroniseCSQueue. While 

synchronizing, the queues get information about the resources, they share resources accordingly. 

 

We have performed various experiments using the bench mark example Pi, WordCount and TestDFSIO.  

 

H. System configuration: 

1) Configuration of Single-Node Machine 

 

Table 1.1 Configuration Of Machine 

Hadoop Version Hadoop 2.6.0  

File System Hadoop File System 

Bench Program 
Pi, WordCount  and 

TestDFSIO 

Operating System Linux Mint 17.02 

Clustered node Single Node 

Processor CPU  I5   

CPU 4 core  

RAM 4 GB 

 

Table 1.1 shows the single node machine configuration for examining the performance. 

 

2) Configuration of Cluster Machines 

 

Table 1.2 Configuration Of Cluster Machines 

Hadoop Version Hadoop 2.6.0  

File System Hadoop File System 

Bench Program 
Pi, WordCount  and 
TestDFSIO 

Operating System Linux Mint 17.02 

Clustered node 4 Nodes 

Processor CPU  I5   

CPU 4 core for each  node 

RAM 4 GB for each  node 

 

Table 1.2 shows the configuration of 4 node cluster for examining the performance. 

 

IV. Results and Discussions 
We have taken two cases for experiment using the benchmark examples PI, WordCount and TestDFSIO. In 

case of TestDFSIO we have combined the results of read and write operation and calculated throughput, average 

IO rate and execution time. 

 

I. In the first experiment, using the configuration of Single Machine from Table 1.1 comparison is done 

between default configuration of Hadoop version 2.6.0 and our proposed method SCQ on single node of 

Hadoop version 2.6.0. 

 

           For this experiment we have created a single clustered node with Hadoop Version 2.6.0 on the Operating 

System of Linux Mint 17.02. Experiments are performed using the processor I5. 

1) PI 

TABLE 2(a) Single-node execution Time of PI in case of default Hadoop version 2.6.0 and our proposed 

method SCQ on Hadoop version 2.6.0 

No. of 

Maps 

No. of 

Maps per 

Sample 

Execution Time (sec) of 

default Hadoop (2.6.0) 

Execution Time (sec) of our 

Proposed Method SCQ on Hadoop 

(2.6.0)  

Estimated Value in 

both the cases 

5 5 19.965 17.086 3.68 

10 10 21.157 21.08 3.2 

20 20 37.27 33.211 3.17 

30 30 48.321 43.252 3.137777778 

40 40 59.346 55.277 3.15 

40 45 95.306 79.032 3.148888889 
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50 60 70.293 66.347 3.141333333 

60 70 81.905 79.816 3.14 

 

Table 2(a) shows the execution time of PI in case of default Hadoop version 2.6.0 and our proposed 

method SCQ on Hadoop version 2.6.0. Default Hadoop defines the Systems default configuration setting and 

Proposed Method defines the system that we have created SCQ. 

We have verified our results, while doing the above experiment by estimating value of Pi, in both the 

cases i.e. default Hadoop version 2.6.0 and our proposed method SCQ on Hadoop version 2.6.0 was same but 

the execution time of our proposed was less.  

 

2) WordCount 

WordCount has also been executed with different data sets i.e. 12 MB, 36MB, 300 MB, 500 MB, 1 

GB, 1.5 GB and 2 GB. 

 

TABLE 2(b), Single-node execution time of WordCount in case of default Hadoop version 2.6.0 and our 

proposed method SCQ on Hadoop 2.6.0 

Data Size 

Execution Time 

(HH:MM:SS) of 

default Hadoop 

version 2.6.0  

Execution Time 

(HH:MM:SS) of our 

proposed method SCQ 

on Hadoop version 2.6.0  

12-2 MB 0:00:20 0:00:18 

36-5 MB 0:00:24 0:00:22 

300 MB 0:00:42 0:00:40 

500 MB 0:00:47 0:00:45 

938 MB 0:01:38 0:01:28 

1500 MB 0:02:15 0:01:45 

2 GB 0:03:43 0:02:26 

 

Table 2(b) shows the execution time of Default Hadoop version 2.6.0 and Proposed Method SCQ on 

Hadoop version 2.6.0 is better than the Default settings of Hadoop. 

 

3) TestDFSIO 

TestDFSIO is used to measure performance of system. The commands read and write file in HDFS that 

is useful in measuring system performance. A majority of Map-Reduce workloads are IO bound more than 

compute and hence TestDFSIO can provide an accurate initial picture of such scenarios. 

 

TABLE 2(c)  Experimental Results of Throughput 

Number 

of files 

Total MBs  

processed 

Throughput 

(MB/sec) of 

default Hadoop 

version 2.6.0 

Throughput 

(MB/sec) of our 

Proposed Method 

SCQ on Hadoop 

version 2.6.0   

2 2000 60.60363406 77.39978595 

3 3000 44.72412292 47.87551606 

4 4000 27.05919615 33.31398167 

5 5000 20.17321106 25.96059815 

        

In Table 2(c) shows Throughput of Default Hadoop version 2.6.0 and Proposed Method SCQ on 

Hadoop version 2.6.0. 
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Fig. 4(a): Throughput of default Hadoop version 2.6.0 and our proposed method SCQ on Hadoop 2.6.0 

Fig. 4(a) we can see that Throughput of our proposed method SCQ on Hadoop version 2.6.0 is better than the 

default Hadoop version 2.6.0. As the size of the data is increasing the number bytes to be processed is more. 

Graph shows that bytes processed are more in case of our proposed method SCQ. 

 

TABLE 2(d)  Experimental Results of Average IO rate 

Number 

of files 

Total MBs 

processed 

Average IO 

rate (MB/sec) of 

default Hadoop 

version 2.6.0 

Average IO rate 

(MB/sec) of our 

Proposed 

Method SCQ on 

Hadoop version 

2.6.0 

2 2000 60.60419083 77.42837143 

3 3000 44.73816299 47.88214874 

4 4000 27.0789423 33.46420876 

5 5000 20.18930435 25.99404621 

 

Table 2(d) shows the Average IO rate of default Hadoop version 2.6.0 and our Proposed Method SCQ 

on Hadoop version 2.6.0.  

 

 
Fig. 4(b): Average IO rate of default Hadoop version 2.6.0 and our proposed method SCQ on Hadoop 2.6.0 

 

Figure 4(b) shows as the size of data increases the average IO rate decreases. As the load increases, our 

proposed method SCQ shows better results than the default configuration of Hadoop. 

 

TABLE 2(e) Experimental Results of Execution Time 

Number 

of files 

Total MBs 

processed 

Test exec 

time(sec) of 

default Hadoop 

version 2.6.0 

Test exec 

time(sec) of our 

Proposed Method 

SCQ on Hadoop 

version 2.6.0 

2 2000 100.409 83.508 

3 3000 132.31 118.066 

4 4000 198.175 164.038 

5 5000 289.096 203.145 

 



Map-Reduce Synchronized and Comparative Queue Capacity Scheduler in Hadoop for Extensive…  

DOI: 10.9790/0661-17656475                                         www.iosrjournals.org                                         71 | Page 

Table 2(e) shows the Test exec time (sec) of processing Total number bytes of default Hadoop version 

2.6.0 and our proposed method SCQ on Hadoop version 2.6.0.  

 

 
Fig. 4(c) Execution Time of default Hadoop version 2.6.0 and our proposed method SCQ on Hadoop 2.6.0 

 

Figure 4(c) shows as the size of data increases the execution time for processing also increases. From 

the graph we can see that our proposed method SCQ on Hadoop version 2.6.0 takes less time than the default 

Hadoop version 2.6.0. 

 

TABLE 2(f) CPU performance of default Hadoop version 2.6.0 and our proposed method SCQ on 

Hadoop 2.6.0 in case of write operation 

No. of 

files 

Total 

MBs 

processed 

CPU 

performance of 

Default 

Hadoop 

version 2.6.0 

CPU performance 

of our Proposed 

Method SCQ on 

Hadoop version 

2.6.0 

2 2000 25% 28% 

3 3000 24% 30% 

4 4000 28% 50% 

5 5000 38% 60% 

 

TABLE 2(g)  CPU performance of default Hadoop version 2.6.0 and our proposed method SCQ on 

Hadoop 2.6.0 in case of read operation 

No. of 

files 

Total 

MBs 

processed 

CPU 

performance 

of Default 

Hadoop 

version 2.6.0 

CPU 

performance of 

our Proposed 

Method SCQ on 

Hadoop version 

2.6.0 

2 2000 6% 10% 

3 3000 6% 10% 

4 4000 9% 14% 

5 5000 8% 14% 

 

Tables 2(f) and 2(g) also shows the CPU performance of default Hadoop version 2.6.0 and our 

proposed method SCQ on Hadoop version 2.6.0. Our Proposed method SCQ on Hadoop version 2.6.0 shows 

better resource utilization than the default configuration of Hadoop version 2.6.0. 

 

J. In the second experiment, using the configuration of Clustered Machine from Table 1.2, comparison has also 

been done on the cluster of 4 nodes of Hadoop 2.6.0 with our proposed method SCQ and Hadoop 2.6.0 with 

default configuration. 

 

Table 1.2 shows that in the second experiment, we have used the cluster of 4 nodes with RAM 4GB for each 

node. In this cluster, we are using the processor I5. 

 

1) PI 
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TABLE 3(a): Multi-node execution Time of PI in case of default Hadoop version 2.6.0 and our proposed 

method SCQ on Hadoop 2.6.0 

No. of 

Maps 

No. of 

samples 

per 

Map 

Execution Time 

(sec) of default 

Hadoop( 2.6.0) 

Execution Time (sec) of 

our proposed method 

SCQ on Hadoop(2.6.0) 

Estimated Value in both 

the cases 

5 5 20.74 19.499 3.68 

10 10 23.289 20.168 3.2 

20 20 36.368 32.301 3.17 

30 30 51.365 44.265 3.13777778 

40 40 64.484 55.347 3.15 

40 45 63.488 56.349 3.14888889 

50 60 77.53 67.526 3.14133333 

60 70 94.01 79.428 3.14 

 

Table 3(a) shows the execution time of PI in case of multi-node with default configuration of Hadoop 

(2.6.0) and our proposed method SCQ on Hadoop (2.6.0). The Execution Time of our Proposed Method SCQ is 

less. In this case also, we have verified our results as the estimated value in both the cases are same. 

 

2)  WordCount  

TABLE 3(b)  Multi-node execution Time of WordCount in case of default Hadoop version 2.6.0 and our 

proposed method SCQ on Hadoop 2.6.0 

Data size 

Execution time 

(HH:MM:SS) of 

default Hadoop 

version 2.6.0 

Execution time  (HH:MM:SS)of 

our Proposed Method  SCQ on 

Hadoop version 2.6.0 

12-2 MB 0:00:20 0:00:19 

36-5 MB 0:00:23 0:00:22 

300 MB 0:00:47 0:00:41 

500 MB 0:00:57 0:00:52 

938 MB 0:01:56 0:01:46 

1500 MB 0:02:16 0:02:09 

2 GB 0:03:00 0:02:13 

 

Table 3(b) shows the execution time of default Hadoop (2.6.0) and our proposed method SCQ on 

Hadoop (2.6.0). Hadoop (2.6.0) with our proposed method SCQ gives better results. 

 

3)  Test DFSIO   

TABLE 3(c) Experimental Results of Throughput on cluster 

Number of 

files 

Total MBs 

processed 

Throughput 

(MB/sec) of 

default Hadoop 

version 2.6.0 

Throughput 

(MB/sec) of 

our Proposed 

Method SCQ 

on Hadoop 

version 2.6.0   

2 2000 33.53691306 37.17452264 

3 3000 13.35859242 15.60451619 

4 4000 14.30819768 16.76003192 

5 5000 12.89387136 15.05275675 

 

 
Fig. 5(a) Throughput of default Hadoop (2.6.0) and our proposed method on Hadoop (2.6.0) on cluster 
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Figure 5(a) and table 3(c) shows that the throughput of Hadoop version 2.6.0 with our proposed method SCQ 

even on the cluster gives better results i.e. its processing more number of byte than the default configuration of 

Hadoop version 2.6.0. 

 

TABLE 3(d)  Experimental Results of Average IO rate 

Number of 

files 

Total MBs 

processed 

Average IO 

rate (MB/sec) 

of default 

Hadoop 

version 2.6.0 

Average IO 

rate (MB/sec) 

of our 

Proposed 

Method SCQ 

on Hadoop 

version 2.6.0 

2 2000 33.53774309 37.17828274 

3 3000 13.36210346 15.60545063 

4 4000 14.309093 16.76963973 

5 5000 12.91100812 15.10412097 

 

 
Fig. 5(b) Average IO rate of default Hadoop (2.6.0) and our proposed method on Hadoop (2.6.0) on cluster 

 

TABLE 3(e)  Experimental Results of Execution Time 

Number of 

files 

Total MBs 

processed 

Test exec 

time(sec) of 

default Hadoop 

version 2.6.0 

Test exec time(sec) of our 

Proposed Method SCQ on 

Hadoop version 2.6.0 

2 2000 251.586 242.818 

3 3000 411.852 385.603 

4 4000 516.319 465.723 

5 5000 650.049 577.913 

 

 
Fig. 5(c) Execution Time of default Hadoop version 2.6.0 and our proposed method SCQ on Hadoop 2.6.0 on 

cluster 
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Similarly from the table 3(d) and figure 5(b) shows that our Average IO rate with our proposed method 

SCQ on Hadoop (2.6.0) gives better results on cluster also. Table 3(e) and figure 6(c) also shows that the 

Execution Time taken by Hadoop (2.6.0) with our proposed method SCQ is less than default Hadoop 2.6.0 on 

cluster. 

The execution time in case of a cluster is more than the single node of Hadoop because of cluster data 

replication is there. Due to which it take more time for write operation. 

 

TABLE 3(f) CPU performance of default Hadoop version 2.6.0 and our proposed method SCQ on 

Hadoop 2.6.0 in case of write operation 

No. of 

files 

Total MBs 

processed 

CPU performance of 

Default Hadoop 

version 2.6.0 

CPU performance of our 

Proposed Method SCQ on Hadoop 

version 2.6.0 

2 2000 26% 30% 

3 3000 35% 48% 

4 4000 35% 42% 

5 5000 44% 50% 

 

TABLE 3(g) CPU performance of default Hadoop version 2.6.0 and our proposed method SCQ on 

Hadoop 2.6.0 in case of read operation 

No. of 

files 

Total MBs 

processed 

CPU 

performance 

of Default 

Hadoop 

version 2.6.0 

CPU 

performance of 

our Proposed 

Method SCQ 

on Hadoop 

version 2.6.0 

2 2000 22% 26% 

3 3000 20% 24% 

4 4000 20% 26% 

5 5000 26% 30% 

 

Tables 3(f) and 3(g) also shows the CPU performance of cluster on default Hadoop (2.6.0) and our 

proposed method SCQ on Hadoop (2.6.0). Here also we can see that the performance of cluster with our 

proposed method SCQ on Hadoop (2.6.0) is better. 

 

V. Conclusion 
Our proposed method is implemented on one of the core schedulers of Hadoop i.e. Capacity scheduler. 

In this paper, we have performed various experiments using the benchmark examples PI, WordCount and 

TestDFSIO. Firstly analysis has been done on default configuration of Hadoop (2.6.0) and our proposed method 

SCQ on the same version on the single node. Secondly analysis is done on cluster of 4 nodes of Hadoop (2.6.0) 

with our proposed method SCQ and Hadoop (2.6.0) with default configuration.  We have also verified our 

results using the benchmark example PI. Analysis is also done on the performance of CPU and it also shows that 

the resource utilization is better in case of our proposed method. 

From the above two comparisons we can see that our proposed SCQ on Hadoop version 2.6.0 shows 

better results than default configuration of Hadoop version 2.6.0. 
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