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Abstract: Data mining is the extraction of the important patterns or information from large amount of data, 

which is used for decision making in future work. But the process of data collection and data dissemination may 

cause the serious damage for any organization, however may causes the privacy concerns. Sensitive or personal 

information of individuals, industries and organization must be kept private before it is shared or published. 

Thus privacy preserving data mining has become an important issue to efficiently hide sensitive information. 

Many numbers of methods and techniques have been proposed for privacy preserving data mining for hiding 

sensitive information. In this paper we provides our own overview which has taken from previous paper on 

privacy preserving data mining.  
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I. Introduction 
Data mining is the process of discovering of knowledge from huge amount of data, databases or data 

warehousing and this knowledge is used for decision making, process control, information management and 

query processing, however it can also disclosure of sensitive information about any individuals organization etc. 

 In recent year with the rapid growth of development in internet, data storage and data processing 

technologies, privacy preserving data mining has been drawn increasing attention. In order to make  publicly 

available system secure, not only focus on that private information but also to make secure that certain inference 

channels have been blocked as well. confidential information lead to privacy concerns if the provide information 

is misused. Confidential information includes income, medical history, address, credit card number, phone 

number, purchasing behavior etc. some shared information among companies can be extracted and analyzed  by 

any third parties, which may not only decrease the benefits of  companies but also cause threats to sensitive data. 

According to the definition, Privacy is the quality or condition of being secluded from the presence or view of 

others [1] . On relating privacy with data mining, privacy implies keep information about individual from being 

available to others [2] . Privacy is a matter of concern because it may have adverse affects on someone's life. 

 Privacy is not violated till one feels his personal information is being used negatively. Once personal 

information is revealed, one cannot prevent it from being misused. The main objective of PPDM is to develop 

algorithms and techniques by which original data is modified in some way that mining process cannot extract 

original confidential data. The procedure of transforming the source database into a new database that hides 

some sensitive patterns or rules is called the sanitization process. Thus therefore privacy preserving data mining 

has becoming an increasingly important field of research concerned with the privacy driven from personally 

identifiable information when considered for data mining. In this paper, we discuss different approaches and 

techniques in the field of privacy preserving data mining and analyses the representative methods for privacy 

preserving data mining, and points out their merits and demerits. 

 

II. Privacy preserving data mining- 
Privacy preserving [9] has originated as an important concern with reference to the success of the data 

mining. Privacy preserving data mining (PPDM) deals with protecting the privacy of individual data or sensitive 

knowledge without sacrificing the utility of the data. People have become well aware of the privacy intrusions 

on their personal data and are very reluctant to share their sensitive information. This may lead to the 

inadvertent results of the data mining. Within the constraints of privacy, several methods have been proposed 

but still this branch of research is in its infancy. 

In figure 1, framework for privacy preserving Data Mining is shown [2]. Data from different data 

sources or operational systems are collected and are preprocessed using ETL tools. This transformed and clean 

data from Level 1 is stored in the data warehouse. Data in data warehouse is used for mining. In level 2, data 

mining algorithms are used to find patterns and discover knowledge from the historical data. After mining 

privacy preservation techniques are used  to protect data from unauthorized access. Sensitive data of an 

individual can be prevented from being misused. 
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                                     Fig. 1 Framework of privacy preserving data mining 

 

III. Privacy preserving data mining techniques- 
In this section we describe different privacy preserving data mining techniques which are developed 

like transaction insertion, transaction deletion, heuristic pattern, blocking based techniques etc. 

 

IV. A greedy based approach for hiding sensitive itemsets by transaction insertion- 
Chun-Wei Lin et.al. [3]  proposed a greedy-based approach to hide sensitive itemsets by transaction 

insertion. The proposed approach first computes the maximal number of transactions to be inserted into the 

original database for totally hiding sensitive itemsets. The fake items of the transactions to be inserted are thus 

designed by the statistical approach, which can greatly reduce side effects in PPDM. the sensitive itemsets are 

then hidden by adding newly transactions into the original database, thus increasing the minimum count 

threshold to achieve the goal. It is, however, three factors should be taken as the consideration. First, the number 

of transactions should be serious determined for achieving the minimal side effects to totally hide the sensitive 

itemsets. In this part, sensitive itemsets are then respectively evaluated to find the maximal number of 

transactions to be inserted. Second, the length of each newly inserted transaction is then calculated according to 

the empirical rules in standard normal distribution. Last, the already existing large itemsets are then alternatively 

added into the newly inserted transactions according to the lengths of transactions which determined at the 

second procedure. This step is to avoid the missing failure of the large itemsets for reducing the side effects in 

the PPDM. 

A greedy-based approach for data sanitization proposed  three steps to insert new transactions into 

original database for hiding sensitive itemsets. In the first step, the safety bound for each sensitive itemset is 

then calculated to determine how many transactions should be inserted. Among the calculated safety bound of 

each sensitive itemset, the maximum operation is then used to get the maximal numbers of inserted transactions. 

Next, the lengths of inserted transactions are then evaluated through empirical rules in statistics as the standard 

normal distribution. In the third step, the count difference is then calculated between the sensitive itemsets and 

non sensitive frequent itemsets at each k-level (k-itemset). The non-sensitive frequent itemsets are then inserted 

into the transaction in descending order of their count difference. This property remains that the original 

frequent itemsets would be still frequent after the numbers of transactions are inserted for hiding sensitive 

itemsets. The above steps are then repeatedly progressed until all sensitive itemsets are hidden. 

 

V. An Effective Heuristic Approach for Hiding Sensitive Patterns in Databases- 
M.Mahendran et.al. [4] proposed  a heuristic approach which ensures output privacy that prevent the 

mined patterns(itemsets) from malicious inference problems. An efficient algorithm named as Pattern-based 

Maxcover Algorithm is proposed. This algorithm minimizes the dissimilarity between the source and the 

released database; Moreover the patterns protected cannot be retrieved from the released database by an 

adversary or counterpart even with an arbitrarily low support threshold. we need to develop mechanisms that 

can lead to new privacy control systems to convert a given database into a new one in such a way to preserve the 

general rules mined from the original database. The procedure of transforming the source database into a new 

database that hides some sensitive patterns or rules is called the sanitization process[12]. To do so, a small 

number of transactions have to be modified by deleting one or more items from them or even adding noise to the 

data by turning some items from 0 to 1 in some transactions. The released database is called the sanitized 

database. On one hand, this approach slightly modifies some data, but this is perfectly acceptable in some real 

applications[13,14]. 
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The optimal sanitization has been proved to be an NP-hard problem. To alleviate the complexity of the 

optimal sanitization, some heuristics could be used. A heuristic does not guarantee the optimal solution but 

usually finds a solution close to the best one in a faster response time.               

               Given the source database (D), and the restrictive patterns(RP), the goal of the sanitization process is to 

protect RP against the mining techniques used to disclose them. The sanitization process decreases the support 

values of restrictive patterns by removing items from sensitive transactions. This process mainly includes four 

sub-problems: 

1. Identifying the set of sensitive transactions for each restrictive pattern; 

2. Selecting the partial sensitive transactions to sanitize; 

3. Identify the candidate item(victim item) to be removed; 

4. Rewriting the modified database after removing the victim items. 

 

VI. The GA-based algorithms for optimizing hiding sensitive itemsets through transaction 

deletion- 
Chun-Wei Lin et.al.[5]  proposed  two algorithms, simple genetic algorithm to delete transaction 

(sGA2DT) and  pre-large genetic algorithm to delete transaction (pGA2DT) based on the genetic algorithm [6]. 

Genetic algorithms (GAs) [6] are able to find optimal solutions using the principles of natural evolution. A 

novel GA-based framework consisting of two designed algorithms is proposed to conquer the optimal selective 

problems of heuristic approaches. A flexible evaluation function, consisting of three factors with their adjustable 

weightings, is designed to determine whether certain transactions are optimal to be deleted for the purpose of 

hiding sensitive itemsets. The proposed algorithms were intended to delete a pre-defined number of transactions 

for hiding sensitive itemsets. A simple genetic algorithm and pre-large concepts [7,8] are also considered to 

reduce the execution time for rescanning the original databases for chromosome evaluation, and the number of 

populations in the proposed algorithms. A straightforward approach (Greedy) is designed as a benchmark to 

evaluate the performance of the two proposed algorithms as a simple genetic algorithm to delete transactions 

(sGA2DT), and a pre-large genetic algorithm to delete transactions (pGA2DT) with regards to the execution 

time, the three side effects (hiding failures, missing itemsets, and artificial itemsets), and database dissimilarity 

in the experiments. 

 

Genetic algorithm- 

Holland[6] applied the Darwin theory of natural selection and survival of the fittest, into the field of 

dynamic algorithms and proposed the evolutionary computation of genetic algorithms (GAs) [6]. GAs are a 

class of search techniques designed to find a feasible solution in a limited amount of time. According to the 

principle of survival of the fittest, GAs generate the next population by various operations with each individual 

in the current population which represent a set of possible solutions. Three major operations used in GAs are 

described below: 

 

1. Crossover: The offspring is generated from two chosen individuals in the population by swapping some 

attributes among the two individuals. The offspring inherits some characteristics from both of the two 

individuals (parents). 

2. Mutation: Mutation: One or several attributes of an offspring may be randomly changed. The offspring may 

possess different characteristics from their parents. Mutation increases the possibility of achieving global 

optimization. 

3. Selection: Excellent offspring are chosen for survival according to predefined rules. This operation keeps the 

population size within a fixed amount, and the good offspring have a higher possibility of getting into the next 

generation. 

 

The first step to find the optimal solution of GAs is to define a chromosome to represent a possible 

solution. A chromosome is usually stated in a bit string. An initial population consisting of many chromosomes, 

also called individuals, is defined as a set of possible solutions. The three genetic operations (crossover, 

mutation, and selection) are then performed on chromosomes for the next generation. Each chromosome is 

evaluated by the designed fitness function to evaluate its goodness. This procedure is recursively performed 

until the termination criterion is satisfied. 

The entire GA process is shown in Fig. 2 
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Fig. 2 Flowchart of Gas. 

 

VII. Privacy preserving data mining based on the blocking based technique- 
In blocking based technique [10][11], authors state that there is a sensitive classification rule which is 

used for hiding sensitive data from others. In this technique, there are two steps which are used for preserving 

privacy. First is to identify transactions of sensitive rule and second is to replace the known values to the 

unknown values (?). In this technique, there is scanning of original database and identifying the transactions 

supporting sensitive rule. And then for each transaction, algorithm replaces the sensitive data with unknown 

values. This technique is applicable to those applications in which one can save unknown values for some 

attributes. Authors in [10] want to hide the actual values , they replace „1‟ by ‟0‟ or „0‟ by „1‟ or with any 

unknown(?) values in a specific transaction. The replacement of these values does not depend on any specific 

rule. The main aim of this technique is to preserve the sensitive data from unauthorized access. There may be 

different sensitive rules according to the requirements. For every sensitive rule, the scanning of original database 

is done. When the left side of the pair of rule is a subset of attribute values pair of the transaction and the right 

hand side of the rule should be same as the attribute class of the transaction then only transaction supports any 

rule. The algorithm replaces unknown values in the place of attribute for every transaction which supports that 

sensitive rule. These steps will continue till all the sensitive attributes are hidden by the unknown values. 

 

VIII. Conclusion- 
In this paper we present a review of the privacy preserving data mining We discussed a variety of data 

modification techniques such as greedy based approach for hiding sensitive itemsets by transaction insertion, 

heuristic approach for hiding the heuristic patterns, genetic algorithm based techniques through transaction 

deletion and blocking based  techniques. In this paper we also gives the overview of genetic algorithm. In all the 

techniques database is protected by privacy preservation on the basis of transaction insertion, transaction 

deletion, secure the frequent pattern by transaction deletion and replacement of the transaction. While all the 

purposed methods are only approximate to our goal of privacy preservation, we need to further perfect those 

approaches or develop some efficient methods. 
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