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Abstract: Data mining can be used to model crime detection problems, detect unusual patterns, terrorist activities and fraudulent behaviour. We will look at k-means clustering with some enhancements to aid in the process of identification of crime patterns. The k-means algorithm is one of the frequently used clustering method in data mining, due to its performance in clustering massive data sets. The final clustering result of the k-means clustering algorithm greatly depends upon the correctness of the initial centroids, which are selected randomly. The original k-means algorithm converges to local minimum, not the global optimum. Many improvements were already proposed to improve the performance of the k-means, but most of these require additional inputs like threshold values for the number of data points in a set. In this paper a new method is proposed for finding the better initial centroids and to provide an efficient way of assigning the data points to suitable clusters with reduced time complexity.
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I. Introduction

Data mining is concerned with the automatic discovery of patterns and relationships in large databases. Data mining techniques have higher influence in the fields such as, Law and Enforcement for crime problems, crime data analysis, criminal career analysis, bank frauds and other critical problems. In recent years, data clustering techniques have faced several new challenges including simultaneous feature subset selection, large scale data clustering and semi-supervised clustering. Cluster analysis is a one of the primary data analysis tool in the data mining. Clustering algorithms are mainly divided into two categories: Hierarchical algorithms and Partition algorithms. A hierarchical clustering algorithm divides the given data set into smaller subsets in hierarchical fashion. A partition clustering algorithm partition the data set into desired number of sets in a single step. Numerous methods have been proposed to solve clustering problem. One of the most popular clustering method is k-means clustering algorithm developed by Mac Queen in 1967. The easiness of k-means clustering algorithm made this algorithm used in several fields. The k-means clustering algorithm is a partitioning clustering method that separates data into k groups [1], [7], [9], [10]. The k-means clustering algorithm is more prominent since its intelligence to cluster massive data rapidly and efficiently. Data mining and predictive analytics are gaining acceptance in criminal investigations and public safety. The predictability of violent crime is the foundation for the behavioural analysis of violent crime. In many ways, terrorism is violence with a larger agenda. Terrorism and efforts to support it also encompass other crimes including fraud, smuggling, money laundering, identity theft, and murder, which have been investigated successfully with the use of data mining and predictive analytics. Like many others, we have been exploring the use of data mining and predictive analytics in crime and intelligence analysis with some very promising preliminary successes. Described as “knowledge discovery” or “sense making” tools, data mining and predictive analytics give us an opportunity to manage and make sense of the information coming in, with the output being actionable intelligence products [6].

II. Background and related work

Data mining in the study and analysis of criminology can be categorized into main areas, crime control and crime suppression. Crime control tends to use knowledge from the analysed data to control and prevent the occurrence of crime, while the criminal suppression tries to catch a criminal by using his/her history recorded in data mining.

K. A. Abdul Nazeer et al. [1] proposed an enhanced algorithm to improve the accuracy and efficiency of the k-means clustering algorithm. In this algorithm two methods are used, one method for finding the better
initial centroids. And another method for an efficient way for assigning data points to appropriate clusters with reduced time complexity. This algorithm produces good clusters in less amount of computational time.

Zhang Chen et al. [3] proposed the initial centroids algorithm based on k-means that have avoided alternative randomness of initial centre. Fang Yuan proposed the initial centroids algorithm. The standard k-means algorithm selects k-objects randomly from the given data set as the initial centroids. If different initial values are given for the centroids, the accuracy output by the standard k-means algorithm can be affected. In Yuan’s method the initial centroids are calculated systematically.

Koheri Arai et al. [5] proposed an algorithm for centroids initialisation for k-means. In this algorithm both k-means and hierarchical algorithms are used. This method utilizes all the clustering results of k-means in certain times. Then, the result transformed by combining with Hierarchical algorithm in order to find the better initial cluster centres for k-means clustering algorithm.

De Bruin et. al. [6] introduced a framework for crime trends using a new distance measure for comparing all individuals based on their profiles and then clustering them accordingly. This method also provided a visual clustering of criminal careers and identification of classes of criminals.

Some results on crime mining have been made through using data mining techniques. Chen et al. applied data mining techniques to study crime cases, which mainly concerned entity extraction, pattern clustering, classification and social network analysis. Abraham et al. [4] proposed a method to employ log files as history data to search relationship by using the frequency occurrence of incidents.

### III. k-Means Clustering Algorithm

K-means Clustering algorithm attempt to find groups in the data. The following pseudo code shows the procedure:

**Initialize** $m_i,  i = 1$ to $k$ random $x^i$

**Repeat**

- For all $x^i$ in $X$
  - $b_i^t \leftarrow 1$ if $\| x^i - m_i \| = \min_t \| x^i - m_t \|$
  - $b_i^t \leftarrow 0$ otherwise

- For all $m_i,  i = 1,..,k$
  - $m_i \leftarrow \frac{\sum_t (b_i^t x^i)}{\sum_t (b_i^t)}$

**Until** $m_i$ converge

The vector $m$ contains a reference to the sample mean of each cluster. $x$ refers to each of our examples, and $b$ contains our “estimated [class] labels” [10].

More simply in words, the algorithm roughly follows this approach:
1) Choose the way in which to initialize the $m_i$ to be the mean of each group and do it.
2) For each example in the set, assign it to the closest group (denoted by $m_i$).
3) For each $m_i$, recalculate it based on the examples that are currently assigned to it.
4) Repeat steps 2-3 until $m_i$ converge.

### IV. Enhanced K-means Algorithm

**Input**: data set $x$ contains $n$ data points; the number of cluster is $k$.

**Output**: $k$ clusters of meet the criterion function convergence.

**Program process**: 

**Step 1.** Initialize the cluster centre.

**Step 2.** Select a data point $x_i$ from data set $X$, set the identified as statistics and compute the distance between $x_i$ and other data point in the data set $X$. If it meet the distance threshold, then identify the data points as statistics, the density value of the data point $x_i$ add 1.

**Step 3.** Select the data point which is not identified as statistics, set the identified as statistics and compute its density value. Repeat Step 2 until all the data points in the data set $X$ have been identified as statistics.

**Step 4.** Select data point from data set which the density value is greater than the threshold and add it to the corresponding high-density area set $D$.

**Step 5.** Filter the data point from the corresponding high-density area set $D$ that the density of data points relatively high, added it to the initial cluster centre set. Followed to find the $k-1$ data points, making the distance among $k$ initial cluster centres are the largest.

**Step 2.** Assigned the $n$ data points from data set $X$ to the closest cluster.

**Step 3.** Adjust each cluster centre $K$ by the formula (2).

**Step 4.** Calculate the distance of various data objects from each cluster centre by the given below formula (1), and redistribute the $n$ data points to corresponding cluster [8].
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\[ d_{ij} = \left( 1 - \frac{\sigma_i}{\sigma} \right) d_{ij} \]  

(1)

Where \( j \) represents the \( j^{th} \) cluster \( c_j \), \( i \) represents the \( i^{th} \) data point \( x_i \), \( d_{ij} \) is the Euclidean distance between data point \( x_i \) and the cluster centre \( c_j \), \( \sigma_i \) represents the square error of the cluster \( c_j \), \( \sigma \) is the squares error sum of the \( K \) clusters \( c \).

Step 5. Adjust each cluster centre \( K \) by the formula (2)-

\[ k = \frac{d_{ih} x_{j1}}{D} + \frac{d_{i(h-1)} x_{j2}}{D} + \ldots \frac{d_{ij} x_{j(h-2)}}{D} + \frac{d_{ih} x_{jh}}{D} \]  

(2)

Where \( j \) represents the \( j^{th} \) cluster, \( h \) is the number of data points in the cluster, \( d_{ij} \) represents the distance between the \( h^{th} \) data point which belongs to cluster \( c \) and cluster center with the condition that \( d_{ij} \leq d_{i2} \leq \ldots \leq d_{ih} \). 

\[ \frac{d_{i1}}{D} + \frac{d_{i2}}{D} + \ldots + \frac{d_{ih}}{D} = 1 \]

Step 6. Calculate the criterion function \( E \) using formula (3), to determine whether the convergence, if convergence, then continue; otherwise, jump to step 4

Usually, the K-means algorithm criterion function adopts square error criterion, can be defined as:

\[ E = \sum_{j=1}^{k} \sum_{i=1}^{n} | |x_i - m_j | |^2 \]  

(3)

Where, \( E \) is total square error of all the objects in the data cluster, \( x \) i bellows to data object set, \( m_i \) is mean value of cluster \( C_i \) (\( x \) and \( m \) are both multi-dimensional). The function of this criterion is to make the generated cluster be as compacted and independent as possible.

V. Terrorist Event Databases

Because of the challenges of collecting traditional crime data on terrorism, open source event databases have received increasing attention over the past four decades. While collection strategies have varied greatly, all of these databases rely on reports about terrorism from the print or electronic media. Event databases have serious limitations. In particular, because of the compelling interest that non-state terrorist groups have in media attention, open source information may be uniquely useful in the study of terrorism [5].

The evolving open source terrorist event databases have allowed for more rigorous analysis of terrorism and terrorist activity. However, a major limitation of most of these databases is that they have traditionally excluded domestic terrorist attacks. In general, international terrorist attacks are those involving a national or a group of nationals from one country crossing international borders and attacking targets in another country.

PGIS terrorism data was the only of the early open source databases on terrorism that attempted to track domestic as well as international attacks. The PGIS database was the original platform for the GTD. In the early days, PGIS relied especially on wire services and newspapers. By the 1990s, PGIS researchers were relying increasingly on the Internet.

VI. Data Collection Methodology

Data Integration is critical for the timing of a decision. The Global Terrorism Database (GTD) was developed to be a comprehensive, methodologically robust set of longitudinal data on incidents of domestic and international terrorism. Its primary purpose is to enable researchers and analysts to increase understanding of the phenomenon of terrorism. The GTD is specifically designed to be amenable to the latest quantitative analytic techniques used in the social and computational sciences[5].

The GTD was designed to gather a wide variety of etiological and situational variables pertaining to each terrorist incident. Depending on availability of information, the database records up to 120 separate attributes of each incident, including approximately 75 coded variables that can be used for statistical analysis. These are collected under eight broad categories, and include, whenever possible:

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Incident date</td>
</tr>
<tr>
<td></td>
<td>Region</td>
</tr>
<tr>
<td></td>
<td>Country</td>
</tr>
<tr>
<td></td>
<td>State</td>
</tr>
<tr>
<td></td>
<td>City</td>
</tr>
<tr>
<td></td>
<td>Latitude and longitude</td>
</tr>
<tr>
<td></td>
<td>Perpetrator group name</td>
</tr>
<tr>
<td></td>
<td>Tactic used in attack</td>
</tr>
<tr>
<td></td>
<td>Nature of the target</td>
</tr>
<tr>
<td></td>
<td>Identity of the target</td>
</tr>
<tr>
<td></td>
<td>Type of weapons used</td>
</tr>
</tbody>
</table>

Table 1: Data Attributes
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VII. Results

We tested both k-means and enhanced k-means algorithms for the data sets with known clustering. The same data sets are used as an input for the original k-means algorithm. Both the algorithms need number of clusters as an input. In additional, for the original k-means algorithm the set of initial centroids also required. The enhanced method finds initial centroids systematically. The enhanced method requires only the data values and number of clusters as inputs and it does not take any additional inputs like threshold values.

Table 2: Comparison of the traditional and enhanced K-means clustering algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Data set</th>
<th>Accuracy of clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Maximum</td>
</tr>
<tr>
<td>Traditional K-means</td>
<td>GTD</td>
<td>89.33</td>
</tr>
<tr>
<td>Enhanced K-means</td>
<td>GTD</td>
<td>90.45</td>
</tr>
</tbody>
</table>

It is clear from Table 2, as compared to the traditional K-means clustering algorithm, the enhanced K-means clustering algorithm on the data set in GTD clustering, accurate rate has improved significantly.

VIII. Conclusions and Future Trends

Given the geometrically increasing amounts of information, connecting the dots will be possible only with automated systems. Analysts are faced with a veritable tsunami of information that threatens to sweep them away. The ability to bring analytical and predictive models directly to operational personnel and into the operational environment holds the promise of allowing us to maneuver within the decision and execution cycle of our adversary, thereby gaining dominant battlespace awareness in the war on terrorism. Again, with the use of data mining and predictive analytics, information can serve as an interface between analytical and operational personnel. Perhaps the next step is to bring knowledge-discovery tools and the associated experts Data Mining and Predictive Analyticsto the frontlines of the war on terrorism. As a key clustering algorithm, K-means cluster algorithm has already become one of the hotspots in the present. In this paper, through analysis the advantage and disadvantage of traditional K-means algorithm, enhanced K-means cluster algorithm, offer the improved algorithm. However, researching on the improvement of K-means clustering algorithms are still not solved completely and the further attempt and explore will be needed. We must exploit the technology available currently and begin anticipating the next move to achieve dominant battlespace awareness and victory in the war on terrorism.
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