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Abstract: The increasing use of cloud computing resources have placed a large workload on the data centers. 

Solving the load balancing problem among all virtual machines (VMs) increases performance, throughput and 

decreases the request delay. In this paper, Roulette Wheel Selection algorithm is applied on all VMs for 

balancing the load in the cloud computing environment based on virtual machine weight. In our experiments, 

measures such as response time, data center request servicing time and processing cost are used. Simulation 

results show that Roulette Wheel Selection algorithm reduces data transfer cost when compared to three other 

load balancing algorithms. 
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I. Introduction 
Cloud computing is a new computing model that changed our perspective to the technology and moved 

our information and applications away from personal computers to a “cloud” of computers. Today’s emerging 

cloud computing, users only need to be concerned with the computing services being requested and all services 

will be performed by cloud computing provider[1][12][22]. 

 

1.1. Characteristics of Cloud Computing 

There are four basic characteristics of cloud computing [1] [3]: 

a. Elasticity and scalability. 

b. Self-service provisioning and automatic de-provisioning. 

c. Standardized interfaces. 

d. Billing self-service based usage model. 

 

1.2. Types of Deployment Models of Cloud Computing  

Cloud services can be deployed in different ways depending on the organizational structure and the 

provisioning location [1] [13]. Four deployment models are usually distinguished, namely as follows. 

1. Public cloud: it is freely available for access based on the standard cloud computing. The service 

provider makes resources, such as applications and storage, available to the general public over the Internet.  

2. Private cloud: it is allows the usage of services by a single client on a private network. The importance 

benefits of this model are data security, corporate governance, and reliability concerns. The private cloud is used 

by the organization when it has a huge, well-run data center having a lot of spare capacity. It is also used when 

an organization is providing IT services to its clients and the data of organization is highly important. It is best 

suited when the requirements are critical. 

3. Community cloud: It provides a number of benefits, such as privacy and security. This model, which 
is quite expensive, is used when the organizations having common goals and requirements are ready to share the 

benefits of the cloud service. 

4. Hybrid cloud: It consists of multiple service providers. This model integrates various cloud services 

for Hybrid Web hosting. It is basically a combination of private and public cloud features. It is used by the 

company when a company has requirements for both the private and public clouds. 

 

The rest of this paper is organized as follows. The literature review is discussed in section 2. Section 3 

introduces the Roulette Wheel Selection Model, section 4 tells the Virtual Machine Weight definition and 

section 5 present the design model of the proposed algorithm. Section 6 discusses the simulation setup and 

results. Finally, section 7 concludes this paper. 

 

II. Background 
The cloud computing environment has a large number of resources and users which requires managing 

those resources using an efficient algorithm such as load balancing algorithms. Sometimes, there is an extremely 

large load over some VMs while others are idle. An idle VM is assigned load from a busy VM. In this work, our 

proposed model is compared with three other VM Load Balancing algorithms [2][18][20]: 
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1. Round Robin Algorithm: is a random selection algorithm, it used the concept of the time slot, when 

the time is divided into multiple slots and each VM is given a particular time slot and in this slot the VM will 

perform its task. The resources of the cloud computing provider are provided to the users on the basis of this 
time slot. In Round Robin load balancing, the time slot plays a very important role because if the time slot is 

very large then Round Robin balancing Algorithm is the same as the FCFS balancing. It selects the load on 

random basis and leads to the situation where some VMs are heavily loaded and some are lightly loaded. 

Though the algorithm is very simple, there is an additional load on the balancer to decide the size of the slot and 

it has longer average waiting time, higher context switches, higher turnaround time and low throughput 

[20][21]. 

 

2. Equally Spread Current Execution Algorithm (ESCE): In this algorithm, the load balancer makes 

effort to preserve equal load on all the virtual machines connected with the data center. ESCE Load balancing 

maintains an index table of the VM as well as number of requests currently assigned to the VM. If the request 

comes from the data center to allocate the new VM, it scans the index table for the least loaded VM. In case 
more than one VM is found, the VM identified first is selected for handling the request of the user The load 

balancer also returns the VM id to the data center controller. The data center communicates the request to the 

VM identified by that id. The data center revises the index table by increasing the allocation by a count of 

identified VM. When VM completes the assigned task, a request is communicated to the data center which is 

further notified by the load balancer. The load balancer again revises the index table by decreasing the allocation 

count for the identified VM by one. There is an additional computation overhead to scan the queue again and 

again [18][20].  

 

3. Throttled Load Balancing Algorithm (TLB): The user first requests the load balancer to find a 

suitable VM to perform the required task. TLB algorithm maintains an index table of virtual machines as well as 

their states (Available or Busy). The data center queries the load balancer for allocation of the VM. The TLB 

algorithm scans the index table from top until the first available VM is found or the index table is scanned fully. 
The data center communicates the request to the VM identified by the id. Further, the data center acknowledges 

the load balancer of the new allocation and the data center changes the index table accordingly. While 

processing the request of a client, if appropriate VM is not found, the load balancer returns -1 to the data center. 

The data center queues the request with it. When the VM completes the allocated task, a request is 

acknowledged to the data center, which is further informed to load balancer to deallocate the same VM whose id 

is already communicated[12][18]. 

 

The problem of the above load balancing algorithms is that they do not check the current state 

(available resources) of the VMs in the data center so as to assign a request from a Userbase to a suitable VM in 

the data center. As such, every time a request is received from the Userbase, the request is queued until the VM 

state indicates that it is available. This increases the total response time of the requests. In this research, the 
Roulette Wheel Selection Algorithm is used in the Virtual Machine to address this problem. 

 

III. Roulette Wheel Selection Model 
In this algorithm, all the VM weights in all the data centers are placed on the virtual roulette wheel 

according to their specification (weight value). Each individual VM is assigned a segment of roulette wheel. The 

size of each segment in the roulette wheel is equivalent to the VM available specification (a higher specification 

value means better weight) [16]. 

Then, the virtual roulette wheel is pinned. The individual corresponding to the segment on which 

roulette wheel stops is then selected. Individuals with higher weight have more probability of selection. The 
average VMs weight of the population for the ith VM in roulette wheel selection is calculated as follows [14]: 

Suppose there are P individual VMs with weight   w1, w2, …, wP;  

Let S =


n

j

jP
1       (1) 

The Average weight   of the population in ith  is  
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w is the VM weight    

S is the sum of the VMs probability values (=1) 

Eq. 1 presents the sum of the VMs weight values over all the individuals VM in the data center. The 
circumference of the roulette wheel is the sum of all weight values of all VM in the data centers. The suitable 

VM occupies the largest interval, whereas the least weight has correspondingly smaller intervals within the 

roulette wheel. To select an individual, a random number is generated in the interval [0, S] and the individual 

whose segment spans the random number is selected. 

 

IV. Virtual Machine eight 
The Virtual Machine Weight is defined according to the VMs’ specifications, particularly available 

resources at the current time. When the user request arrives to the load balancer, the algorithm updated the 

information about all VMs in the system according to available resources so as to check the new states of the 
system. Using virtual machine weight is an explorative technique of selection. Virtual machine weight prevents 

too quick convergence and differs from roulette wheel selection in terms of selection pressure. Virtual Machine 

weight overcomes scaling problems such as stagnation or premature convergence. Ranking controls selective 

pressure by uniform method of scaling across the VMs. Mentoring the Virtual Machine weight makes the 

system more robust and increases the system performance. Virtual Machine Weight is computed by giving 

weight for all VMs in the system depending on the specification of the VM in the data center and bandwidth 

available between the data center and user base. 

 

V. Proposed Algorithm: Roulette Wheel Selection Algorithm with Virtual Machine weight 
In this paper, we apply and experiment the Roulette Wheel selection algorithm for load balancing in 

cloud computing according to the available resources of virtual machines to balance the work load over all 

virtual machines in the pool of our cloud computing environment. The proposed load balancing algorithm is to 

move the VM selection criteria from exploration to exploitation so as to obtain the perfect mix of the two 

techniques. In this algorithm, weight value of each VM is computed. Depending upon the current weight of VM, 

selection pressure is changed, new weight contribution of each VM is computed and selection probability of 

each VM is also computed. As the weight of the VM changes, the probability of each individual VM also 

changes. In this algorithm there are two basic activities:  

1. Information collection: This activity deals with collecting information about all VMs in the data 

centers and assigning weight to each VM depending on the specification of the VM and available bandwidth 

between the Userbase to the VM. The weight value of the VM guiding the decision on assigning new requests to 
appropriate VMs depends on the current state of the VM in the system. 

 

2. VM assignment. It deals with efficient ways to choose and assign the Userbase requests to the highest 

weight VM in the system. 

 

The roulette wheel selection algorithm with Virtual Machine Weight is selected by sorting the VMs 

first according to their weights at the current time. Then, every VM is allocated a selection probability value 

with respect to its weight. The VMs are selected as per their selection probability. The steps of the roulette 

wheel selection algorithm with Virtual Machine Weight are as follows: 

1. Efficiently compare the information gathered by the algorithm about each VM in the system and weigh 

each VM in all DC depends on the available resources. 

2. Put the information about all VMs in the virtual sorted roulette wheel  
3. The user request consults the load balancer to  know which VM will perform the requests ,  

4. Information about all VMs in the virtual Sorted Roulette wheel is updated.  

5. According to the VM status on the system and the roulette wheel stops , probability are selected. 

6. Assign the selected VM an ID within its data center and decrease the weight of the selected VM in the 

virtual roulette wheel. 

7. The VM processes the user requests then sends a message to the virtual roulette wheel algorithm indicating 

that it has finished. 

8. go back to 4 
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Figure 3: Flow diagram of roulette wheel dynamic load balancing algorithm in cloud computing 

 

VI. Experiments And Results 
In this paper, we use the CloudAnalyst simulation tool to execute and analyze the Roulette Wheel 

Selection Algorithm with Virtual Machine Weight.  Using the CloudAnalyst tool, various components and 

parameter need to be configured such as Userbase configuration, application deployment configuration, data 
center configuration and load balancing policy. The same configuration has been used for each load 

balancing algorithm. Average response time (table 1 and fig. 2), data center service time (table 2 and fig. 3) 

and Data Center Data Transfer Cost (table 3 and fig. 4) are shown.  

 

 

Table 1: Average response time using the different load balancing policies  
UBs Round Robin Throttled ESCEL RWSALB 

UB1 65.69 65.70 65.70 66.35 

UB2 57.65 57.63 57.66 58.03 

UB3 314.06 313.58 313.79 314.27 

UB4 55.80 55.82 55.87 56.12 

UB5 511.57 511.73 512.35 512.58 

UB6 53.70 53.72 53.66 53.50 

 

Yes 

No 

DC controller receives a request from the Userbase and queues 

it 

Are there 

resources 

Apply Roulette Wheel Algorithm for load balancing 

Queue request 

Execute the task by the requested server 

End 

Set the allocation status depending on the weight in all DCs 

Start 
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Figure 4 : Results showing the average peak users vs. average response time 

 

 

Table 2: Average Data Center Request Servicing Times 
DCs Round Robin Throttled ESCEL RWSALB 

DC1 15.67 15.65 15.69 16.04 

DC2 8.16 8.18 8.17 8.51 

DC3 6.04 6.10 6.04 6.28 

DC4 3.74 3.78 3.77 3.71 

 

 
Figure 5: Average Data Center Request Servicing Times 

 

 

Table 3: Data Center Data Transfer Cost ($) 
DCs Round Robin Throttled ESCEL RWSALB 

DC1 0.78 0.78 0.76 0.12 

DC2 0.36 0.36 0.36 0.36 

DC3 0.32 0.33 0.34 0.32 

DC4 0.12 0.12 0.12 0.12 
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Figure 4: Data Center Data Transfer Cost ($) 

 

VII. Conclusion 
In this research, we simulated four different load balancing algorithms including the Roulette Wheel 

Selection Algorithm. The average response time, data center service time and data transfer cost are computed 

for each algorithm. The Roulette Wheel Selection Algorithm has lower data transfer cost than other algorithms.. 

In the future, we will try to enhance this algorithm by applying some new parameters that increase the 

performance of the roulette wheel selection algorithm using virtual machine weight for load balancing in cloud 

computing. 
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