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Abstract: Data mining is gaining importance due to huge amount of data available. Retrieving information from the warehouse is not only tedious but also difficult in some cases. The most important usage of data mining is customer segmentation in marketing, shopping cart analyzes, management of customer relationship, campaign management, Web usage mining, text mining, player tracking and so on. In data mining, association rule mining is one of the important techniques for discovering meaningful patterns from large collection of data. Discovering frequent itemsets play an important role in mining association rules, sequence rules, web log mining and many other interesting patterns among complex data. This paper presents a literature review on different techniques for mining frequent itemsets.
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I. Introduction

Data mining is the discovery of hidden information found in databases and can be viewed as a step in the knowledge discovery process. Data mining functions include clustering, classification, prediction, and link analysis (associations). One of the most important data mining applications is that of mining association rules. Association rules are first introduced by Agarwal. Association rules are helpful for analyzing customer behavior in retail trade, banking system etc. Association rule can be defined as \( \{X, Y\} \rightarrow \{Z\} \). In retail stores if customer buys X, Y he is likely to by Z. Concept of association rule today used in many application areas like intrusion detection, biometrics, production planning etc. Association rule mining is defined as to find out association rules that satisfy the predefined minimum support and confidence from a given database. If an item set is said to be frequent, that item set supports the minimum support and confidence. The problem of finding the association rules can be divided into two parts:

1. Find all frequent item sets: Frequent item sets will occur at least as frequently as a pre-determined minimum support count i.e. they must satisfy the minimum support.
2. Generate strong association rules from the frequent item sets: These rules must satisfy minimum support and minimum confidence values.

Frequent pattern mining is the process of mining data in a set of items or some patterns from a large database. The resulted frequent set data supports the minimum support threshold. A frequent pattern is a pattern that occurs frequently in a dataset. A frequent item set should appear in all the transaction of that database.

II. Frequent Data Itemset Mining

Frequent patterns, such as frequent itemsets, substructures, sequences term-sets, phrasesets, and subgraphs, generally exist in real-world databases. Identifying frequent itemsets is one of the most important issues faced by the knowledge discovery and data mining community. Frequent itemset mining plays an important role in several data mining fields as association rules, warehousing, correlations, clustering of high-dimensional biological data, and classification.

The frequent itemset mining is motivated by problems such as market basket analysis. A tuple in a market basket database is a set of items purchased by customer in a transaction. An association rule mined from market basket database states that if some items are purchased in transaction, then it is likely that some other items are purchased as well.

As frequent data itemsets mining are very important in mining the association rules. Therefore there are various techniques proposed for generating frequent itemsets so that association rules are mined efficiently. There are number of algorithms used to mine frequent itemsets. The most important algorithms are briefly explained here. The algorithms vary in the generation of candidate itemsets and support count. The approaches of generating frequent itemsets are divided into basic three techniques:

a. Horizontal layout based data mining techniques.
b. Vertical layout based data mining techniques.
c. Projected database based data mining techniques.
III. Algorithms for Mining from Horizontal Layout Database

In this each row of database represents a transaction which has a transaction identifier (TID), followed by a set of items.

1.1 Apriori Algorithm

Apriori algorithm is, the most classical and important algorithm for mining frequent itemsets. Apriori is used to find all frequent itemsets in a given database DB. apriori algorithm is given by Agrawal. The apriori algorithm uses the apriori principle, which says that the item set I containing item set X is never large if item set X is not large or all the non empty subset of frequent item set must be frequent also. Based on this principle, the apriori algorithm generates a set of candidate item sets whose lengths are \((k+1)\) from the large \(k\) item sets and prune those candidates, which does not contain large subset. Then, for the rest candidates, only those candidates that satisfy the minimum support threshold (decided previously by the user) are taken to be large \((k+1)\)-item sets. The apriori generate item sets by using only the large item sets found in the previous pass, without considering the transactions. Steps involved are:

1. Generate the candidate 1-itemsets \((C1)\) and write their support counts during the first scan.
2. Find the large 1-itemsets \((L1)\) from \(C1\) by eliminating all those candidates which does not satisfy the support criteria.
3. Join the \(L1\) to form \(C2\) and use apriori principle and repeat until no frequent itemset is found.

1.2 Direct Hashing and Pruning (DHP) Algorithm:

DHP can be derived from apriori by introducing additional control. To this purposes DHP makes use of an additional hash table that aims at limiting the generation of candidates in set as much as possible. DHP also progressively trims the database by discarding attributes in transaction or even by discarding entire transactions when they appear to be subsequently useless.

In this method, support is counted by mapping the items from the candidate list into the buckets which is divided according to support known as Hash table structure. As the new itemset is encountered if item exist earlier then increase the bucket count else insert into new bucket. Thus in the end the bucket whose support count is less the minimum support is removed from the candidate set.

1.3 Partitioning Algorithm

Partitioning algorithm is to find the frequent elements on the basis of dividing database into \(n\) partitions. It overcomes the memory problem for large database which do not fit into main memory because small parts of database easily fit into main memory.

The algorithm executes in two phases. In the first phase, the Partition algorithm logically divides the database into a number of non-overlapping partitions. The partitions are considered one at a time and all large itemsets for that partition are generated. At the end of phase I, these large itemsets are merged to generate a set of all potential large itemsets. In phase II, the actual support for these itemsets are generated and the large itemsets are identified. The partition sizes are chosen such that each partition can be accommodated in the main memory so that the partitions are read only once in each phase.

1.4 Sampling Algorithm:

Random sampling is a method of selecting \(n\) units out of a total \(N\), such that every one of the \(C_n^N\) distinct samples has an equal chance of being selected. It is just based in the idea to pick a random sample of itemset \(R\) from the database instead of whole database \(D\). The sample is picked in such a way that whole sample is accommodated in the main memory. In this way we try to find the frequent elements for the sample only and there is chance to miss the global frequent elements in that sample therefore lower threshold support is used instead of actual minimum support to find the frequent elements local to sample.
1.5 Dynamic Itemset Counting (DIC):

This is an alternative to Apriori Itemset Generation. In this itemsets are dynamically added and deleted as transactions are read. This algorithm also used to reduce the number of database scan. It is based upon the downward disclosure property in which this adds the candidate itemsets at different point of time during the scan. It reduce the database scan for finding the frequent itemsets by just adding the new candidate at any point of time during the run time.

1.6 Continuous Association Rule Mining Algorithm (CARMA):

CARMA brings the computation of large itemsets online. Being online, CARMA shows the current association rules to the user and allows the user to change the parameters, minimum support and minimum confidence, at any transaction during the first scan of the database. It needs at most 2 database scans. CARMA generates the itemsets in the first scan and finishes counting all the itemsets in the second scan. CARMA generates the itemsets on the fly from the transactions. After reading each transaction, it first increments the counts of the itemsets which are subsets of the transaction. Then it generates new itemsets from the transaction, if all immediate subsets of the itemsets are currently potentially large with respect to the current minimum support and the part of the database that is read. For more accurate prediction of whether an itemset is potentially large, it calculates an upper bound for the count of the itemset, which is the sum of its current count and an estimate of the number of occurrences before the itemset is generated. The estimate of the number of occurrences (called maximum misses) is computed when the itemset is first generated.

IV. Algorithms for Mining from Vertical Layout Database

In vertical layout data set, each column corresponds to an item, followed by a TID list, which is the list of rows that the item appears.

1.7 Eclat algorithm:

Equivalence Class Clustering and bottom up Lattice Traversal is known as ECLAT algorithm. This algorithm is also used to perform item set mining. It uses TID set intersection that is transaction id intersection to compute the support of a candidate item set for avoiding the generation of subsets that does not exist in the prefix tree. For each item store a list of transaction id. In this type of algorithm, the frequent itemset i new database is created Di. This can be done by finding ‘j’ which is frequent corresponding to ‘i’ together as a set then j is also added to the created database i.e. each frequent item is added to the output set. It uses the join step like the Apriori only for generating the candidate sets but as the items are arranged in ascending order of their support thus less amount of intersection is needed between the sets.

V. Algorithms for Mining from Projected Layout Based Database

This type of database uses divide and conquer strategy to mine itemsets therefore it counts the support more efficiently then Apriori based algorithms. Tree projected layout based approaches use tree structure to store and mines the itemsets. The projected based layout contains the record id separated by column then record. Tree Projection algorithms based upon two kinds of ordering breadth-first and depth-first.

1.8 FP-Growth Algorithm:

The algorithm does not subscribe to the generate-and-test paradigms of Aprori. Instead, it encodes the data set using a compact data structure called FP-tree and extracts frequent itemsets directly from this structure. This algorithm is based upon the recursively divide and conquers strategy; first the set of frequent 1-itemset and their counts are discovered. Starting from each frequent pattern, construct the conditional pattern base, then its conditional FP-tree is constructed (which is a prefix tree.). Until the resulting FP-tree is empty, or contains only one single path. (Single path will generate all the combinations of its sub-paths, each of which is a frequent pattern). The items in each transaction are processed in L order. (i.e. items in the set were sorted based on their frequencies in the descending order to form a list).

1.9 H-Mine Algorithm:

A memory-based, efficient pattern-growth algorithm, H-mine (Mem), is for mining frequent patterns for the datasets that can fit in (main) memory. A simple, memory-based hyper-structure, H-struct, is designed for fast mining. H-mine (Mem) has polynomial space complexity and is thus more space efficient than pattern-growth methods like FP-growth and tree projection when mining sparse datasets, and also more efficient than apriori-based methods which generate a large number of candidates. H-mine has very limited and exactly predictable space overhead and is faster than memory-based apriori and FP-growth. H-mine uses a H-struct new data structure for mining purpose known as hyperlinked structure. It is used upon the dynamic adjustment of
pointers which helps to maintain the processed projected tree in main memory. Therefore, H-mine proposed for frequent pattern mining for datasets that can fit into main memory.

VI. Conclusion

The overall goal of the data mining process is to extract information from a data set and transform it into an understandable structure for further use. Association rules prove to be the most effective technique for frequent pattern matching over a decade. This paper gives a brief survey on different approaches for mining frequent itemsets using association rules. The performance of algorithms reviewed in this paper depends on support level, nature and size of the datasets.
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