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Abstract: Cloud Computing offers latest computing paradigm where application, data and IT services are 

provided online over the Internet. One of the significant concerns in Cloud Computing is security. Since data is 

exposed to many users, security and privacy have become the key issues of Cloud Computing. Intrusion 

Detection System (IDS) plays an important role to identify intrusions by monitoring the activity of the system 

and alert the user about malicious behaviours and detect attacks. To detect those attacks, several classification 

methods have been used till now. This paper deals with Intrusion Detection System by the method of 

classification.  In this paper, KNN is applied as binary classifier for anomaly detection. Neural Network is 

applied for detecting abnormal classes after KNN classification. Before classification, feature selection has 

been used to select relevant features. For our experimental analysis, we have used NSL-KDD dataset where all 

samples of “KDDTrain+” used as training dataset and “KDDTest+” samples are used as testing dataset. We 

use Rough Set Theory and Information Gain to select relevant features. Experimental results show that, we get 
better accuracy with our proposed hybrid KNN_NN classifier model for Intrusion Detection. 

Keywords: Information Gain (IG), Intrusion Detection System (IDS), K-Nearest Neighbor (KNN), Neural 

Network (NN), NSL-KDD dataset, Rough Set Theory (RST). 

 

I. Introduction 
Cloud Computing refers to applications and services, in which data centers on the world, is made 

available to users who have an Internet connection. Cloud Computing enables users to store and process data 

over the Internet. It can deliver both software and hardware as on demand resources and services [1]. With our 

growing technologies, information is the most precious asset for all and the risk of unauthorized access of data is 

increased continuously. Intrusion detection and prevention in Cloud infrastructure is the major concern after 
data security. It is necessary to provide security for information. Network security is very important as networks 

are exposed to an increasing number of security threats. Intrusion Detection System (IDS) plays an important 

role to provide security and reduce damage of the information system and for the network and computer security 

system [2]. It monitors various events in a system or network, to determine whether an intrusion has occurred or 

not and alerts the system or network administrator against malicious behaviors or detected attacks. Intrusion 

Detection System (IDS) can be classified into two types according to environment of the IDS: Host Based 

Intrusion Detection System (HIDS) and Network Based Intrusion Detection System (NIDS). HIDS monitors and 

analyzes the information collected from a specific host machine [3]. It reports the existence of attack depending 

upon detection of deviation from expected behavior. Each HIDS detects intrusion for the machines in which it is 

placed. HIDS cannot monitor the application themselves; it can only monitor the resource usage of the 

application [4]. NIDS has stronger detection mechanism to detect network intruders. It can detect network 
intrusion by comparing current behavior with already observed behavior. NIDS has very limited visibility inside 

the host machines [3].There are mainly two approaches of IDS, namely misuse detection and anomaly detection 

[5]. In misuse detection, it only detects those attacks for which a signature has previously been created, i.e., it 

uses pattern matching to detect known attack patterns. Misuse detection also refers to signature based detection, 

pattern matching, rule-based detection.  Anomaly detection can be used to detect unknown attacks at different 

levels [3]. It can detect any action that significantly deviates from the normal behavior i.e., it looks for 

anomalies. It is able to detect unknown attacks based on audit. Anomaly detection uses predefined concepts 

about „normal‟ and „abnormal‟ system activity to differentiate anomalies and normal system behavior and to 

block anomalies [6]. In our experiment, we have used NSL-KDD dataset for evaluation of the Intrusion 

Detection System which is an improved version of original KDD dataset. NSL-KDD dataset solved some 

inherent problems of original KDD dataset. Our aim in this work is to filter out all redundant features and 

worthless information from the dataset, to select only the relevant features and detect intrusion. For feature 
selection we have used two methods. Those are Rough Set Theory as a Wrapper-based method and Information 

Gain as a Filter-based method. After that, we have applied our proposed hybrid classification algorithm to 

enhance the detection accuracy of the IDS. Rough Set is a wrapper-based feature selection method used to 

approximately or “roughly” define equivalent classes. It reduces the computational complexity of learning 
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process and eliminates redundant or irrelevant attributes. In case of Information Gain, which is used as a filter-

based feature selection method, is measures the amount of information in bits about the class prediction. For 

classification, we have applied K-Nearest Neighbor (KNN) as a binary classifier for anomaly detection and 

Neural Network (NN) for misuse detection. In KNN classification, an object is classified by a majority vote of 

its neighbors. The object is consequently assigned to the class that is most common among its Kth Nearest 

Neighbor, where K is a positive integer that is typically small. After using KNN classifier as a binary class 

classification method, we again used another classification method for abnormal classes of KNN to find out 
specific attack type classes. In our experiment, we have used Back Propagation Neural Network for 

classification of abnormal classes by transforming a set of inputs to a set of desired outputs. 

 

II. Related Works 
In 2009, Neveen I. Ghali [7] has presented a new hybrid algorithm RSNNA (Rough Set Neural 

Network Algorithm), used to significantly reduce a number of computer resources, both memory and CPU time, 
and required to detect attacks. The algorithm uses Rough Set Theory in order to select out feature reducts and a 

trained Artificial Neural Network to identify any kind of new attacks. In this algorithm, using Rough Set Theory  

from 6385 samples(6128 sets for training and 257 sets for testing) of KDD99 dataset only 7 features are selected 

among 41 features. The proposed model gives better and robust representation of data as it was able to select 

features, reduce time and also it reduces error in detecting new attacks. In 2010, Rupali Datti et al. [8] proposed 

Linear Discriminant Analysis. Linear Discriminant Analysis (LDA) algorithm is used to extract features for 

detecting intrusions and Back Propagation algorithm is used for classification of attacks. In this experiment 

authors have used 11850 training samples, 9652 sets of test samples with 41features of NSL-KDD dataset. It 

was able to reduce the 41 features of the dataset into 4 features and as a result it gives reduction of the input 

data, hence training time also reduced. In 2010, Shilpa Lakhina et al. [9] used a new hybrid algorithm PCANNA 

(Principal Component Analysis Neural Network Algorithm) where Principal Component Analysis (PCA) is 

used as a reduction tool. The experiment with NSL-KDD dataset gives better and robust representation of data 
and it was able to reduce features. This experiment using PCANNA, training time and testing time are reduced. 

In 2010, N. Suguna et al. [10] proposed a method where Genetic Algorithm (GA) and K-Nearest Neighbor 

(KNN) are combined to improve classification performance. In this paper, instead of considering all the training 

samples and taking K-neighbors, the GA is employed to take K-neighbors straightway and then the distance to 

classify the test samples is calculated. Before classification, features are selected using Rough Set Theory, 

hybrid with Bee Colony Optimization (BCO) techniques. The experimental result shows that the proposed 

method not only reduces the complexity of the KNN, it also improves the classification accuracy. In 2011, Al-

Janabi et al. [11] developed an anomaly-based Intrusion Detection System which can quickly detect and classify 

various attacks. They worked with packet behaviour as parameters in anomaly detection. They have used Back 

Propagation Artificial Neural Network to learn system's behaviour. KDD'99 data set is used in their experiment 

and the obtained results satisfy their work objective. In 2013, Rowayda A. Sadek et al. [12] proposed a new 
hybrid algorithm NNIV-RS (Neural Network with Indicator Variable using Rough Set for attribute reduction) 

algorithm, which reduces the amount of computer resources like memory and CPU time required to detect 

attack. In this algorithm, Rough Set is used to select out feature reducts, indicator variable is used to represent 

dataset in more efficient way and Neural Network is used as a network traffic packet classification. This 

algorithm gives better and robust representation of data. It was able to select significant attributes from the 

selected features and achieve detection accuracy with a false alarm rate of 3%.In 2013, Deeman Y. Mahmood et 

al. [13] applied K-star algorithm with filtering analysis to build a Network Intrusion Detection System. They 

have used NSL-KDD dataset with a split of 66.0% for the training set and the remaining for the testing set and 

WEKA toolkit was used in the testing process. As a result, it gives very accurate result with low false positive 

rate and high true positive rate and it takes less learning time in comparison with other existing approaches 

which are used for efficient network intrusion detection. In 2013, Yogita B. Bhavsar et al. [14] used Support 

Vector Machine for classification. Verification of the effectiveness of the proposed system is done by 
conducting some experiments using NSL-KDD CUP‟99 dataset. The drawback of using SVM classification is 

its extensive training time. In this proposed system, by performing proper data pre-processing and by using 

proper SVM kernel selection i.e., radial basis function (RBF), extensive time required to build SVM model is 

reduced. When they have performed experiment with 10 fold cross validation and Gaussian RBF kernel of 

SVM, it shows that the attack detection accuracy increases when they have changed classification to 10 fold 

cross validation and re-evaluation using supplied test set with same RBF SVM kernel function. 

 

III. Nsl-Kdd Dataset 
This paper has used NSL-KDD dataset for the experiment. NSL-KDD dataset are based on the original 

KDD dataset. NSL-KDD dataset consists of four components, ”KDDTrain+”,”KDDTest+”, 

”20%KDDTraining+”  and  “KDDTest-21” [15]. For our experimental purpose, we have used “KDDTrain+” 
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and “KDDTest+” which consists of 125,973 and 22,544 records respectively. Each component contains 41 

features labeled as normal or specific attack type. These 41 features grouped into 4 categories: basic features, 

content features, time-based traffic features and host-based traffic features. The value of these features mainly 

based on continuous, discrete and symbolic value. All the feature categories are discussed below: 

 Basic features: Among 41 features of NSL-KDD dataset, the features which derived from TCP/IP 

connection are known as basic features. These features lead an implicit delay in detection (example: 

duration, protocol_type, service etc). 

 Content features: Some features use domain knowledge to access the payload of the original TCP packets 

are known as content features (example: logged_in, root_shell, is_hot_login etc). 

 Time-based traffic features: Time-based traffic features are specially designed to capture one special 

property of the dataset that is to capture those features which are mature over a 2 second temporal window 

(example: srv_serror_rate, srv_rerror_rate). 

 Host-based traffic features: Among four types of attacks in NSL-KDD dataset, few attacks span longer 

than 2 seconds intervals. Host-based traffic features are designed to access all attacks which span longer 

than 2 second intervals that have the same destination host as the current connection (example: serror_rate, 

rerror_rate). 

 

NSL-KDD dataset mainly contain four types of attacks. They are given below: 

 Denial of Service attack (DoS): When an attacker successfully makes computing and memory resources 

too busy or denies legitimate users access, to a machine is called DoS attack. 

 Remote to Local attack (R2L): In R2L attack, an attacker wants to gain the local access as a user of 

particular machine without any account. To accomplish this, attacker sends packet to a remote machine 

over a network and exploits some vulnerability. 

 User to Root attack (U2R): By using these types of attack, attacker can access normal user account on the 

system and gain the root access to the system and exploit some vulnerability. 

 Probe: In this type of attack, by scanning a network of computer attacker can gather all necessary 

information about the target system or can find out known vulnerabilities.  

 

Statistical records in NSL-KDD dataset: 

NSL-KDD  dataset DoS Probe R2L 

 

U2R Normal Total records 

KDDTrain+ 45927 11656 995 52 67343 125973 

20%KDDTraining+ 9234 2289 209 11 13449 25192 

KDDTest+ 7458 2421 2554 400 9711 22544 

KDDTest-21 4342 2402 2554 400 2152 11850 

        
Reason behind using NSL-KDD dataset: NSL-KDD dataset is the new version of original KDD dataset. KDD 

dataset [16] is the most widely used dataset for the intrusion detection. But from the statistical analysis of the 

KDD dataset, researchers found that it affects the performance highly and it gives very poor evaluation of the 

system. To solve the problem of KDD dataset, NSL-KDD dataset was proposed. It solved some inherent 

problem of the KDD dataset. NSL-KDD dataset consists of selected records of KDD dataset. Advantages of 

using NSL-KDD dataset over original KDD dataset are given below: 

 It eliminates redundant records from the training set and also removed duplicate records from the testing set 

to improve the intrusion detection performance. 

 In NSL-KDD dataset, the number of selected records from each difficulty level group is inversely 

proportional to the percentage of records in the original KDD dataset. 

 NSL-KDD dataset consists of reasonable numbers of instances both in the training and testing set. For this 
reason it is suitable for experiment purposes with the complete set and there is no need to randomly select a 

small portion. 

 In case of classification NSL-KDD dataset gives an accurate evaluation for different learning techniques. 

 

IV. Proposed Model 
Cloud Computing is an internet based computing, where infrastructure, information and application are 

provided based on demand. Security and privacy are the major concerns in Cloud Computing. To overcome this, 

Intrusion Detection System (IDS) is used to detect whether an intrusion has occurred or not. By monitoring the 

activity of the system, IDS detect attacks and alert users about detected attacks. Anomaly detection and misuse 
detection are main approaches of IDS. Anomaly detection can be used to detect unknown attacks and it can 

detect any action that significantly deviates from the normal system behavior. Misuse detection can detect only 

those attacks for which a signature has previously been created and applying pattern matching to detect known 
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attack patterns. In this section, we first present the whole framework of our experiment architecture and then we 

discuss main models. In our experiment to detect intrusion we have used NSL-KDD dataset which consists of 

large number of records. To reduce irrelevant records from the dataset and to select significant features for 

better experimental result Rough Set Theory and Information Gain are used as feature selection method. The 

proposed intrusion detection techniques initially select features from the training dataset using wrapper-based 

method (Rough Set Theory) and filter-based method (Information Gain). After selecting the features, by using 

both Rough Set Theory and Information Gain, the dataset is passed to our proposed hybrid model for 
classification. In our hybrid KNN_NN two layer model we use both the concept of K-Nearest Neighbor and 

Neural Network classifier. KNN is used for binary classification, which classify data into „normal‟ and 

„abnormal‟ classes. Then the „abnormal‟ classes of KNN are passed to Neural Network for classifying specific 

attack type. In our proposed system, we first properly train the dataset and after that test dataset is applied for 

classification. Figure 1 shows our proposed model of Intrusion Detection System. 

  

 

Figure1: Flow of Intrusion Detection System 

 

All the different steps of the Intrusion Detection System (IDS) are discussed below in detail: 

 Dataset preprocessing: Data pre-processing is necessary to make NSL-KDD dataset as suitable input for 

our experiment. In NSL-KDD dataset each connection of the dataset contains 42 features including one 

decision feature for normal or specific attack type. Among 41 features three conditional features 

(protocol_type, service, flag) and one decision making feature have non-numeric value. So we need to 
convert these non-numeric values into numeric values. In case of three conditional features we have 

assigned numeric values by replacing non-numeric values based on the occurrence frequency of the 

particular feature type [17]. As an example, in „protocol_type‟ feature, before data pre-processing there are 

three types of value: „tcp‟, „udp‟ and „icmp‟. Among these three, tcp have the greater number of occurrence. 

So we replaced „tcp‟ by 3, „udp‟ by 2, because    „udp‟ has second repeatable priority and so on. For 

decision making feature we have assigned 1 for „DoS‟ attack, 2 for „normal‟, 3 for „probe‟ and so on, based 

on their alphabetic order. 

 Feature selection: Feature selection is a process of finding a subset of significant features from the original 

set of features. Feature selection reduces the number of irrelevant redundant features from the dataset and 
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selects significant features to improve the detection accuracy. Redundant features are those features which 

closely correlated with one or more features and provide no more information than the selected relevant 

features. For constructing high performance Intrusion Detection System, effective feature selection is very 

important. Removing irrelevant redundant features from the input dataset improves the performance of the 

classification and also decreases storing of memory space. In fact, the performance and accuracy may 

improve due to removing irrelevant features and also training time of dataset also be reduced [18].There are 

mainly two methods of feature selection: Wrapper-based method and Filter based method. We used Rough 
Set Theory (RST) as a Wrapper-based method using RSES toolkit [19] and Information Gain (IG) as a 

Filter-based method using WEKA (Waikato Environment for Knowledge Analysis) toolkit [20]. 

 

(i) Wrapper-based method: In Wrapper-based method, subset selection takes place based on the learning   

algorithm. That means wrapper-based method requires one predetermined learning algorithm in feature 

selection. It uses to evaluate performance and determine which features are selected. It gives superior 

performance as it finds features better suited to the predetermined learning algorithm, but computationally it is 

more expensive. This method based on successive elimination of features and leaving those features that lead to 

highest accuracy. Main objective of wrapper-based method is to search for the best subset of features. To 

achieve the best possible performance with a particular learning algorithm on a particular training set, a feature 

subset selection method should consider how the algorithm and the training set interact [21]. Before applying 
Rough Set as a wrapper-based method for feature selection, we have to perform normalization and discretization 

on the data set.  

Normalization: All the conditional attributes of the NSL-KDD dataset may contain discrete as well as 

continuous value. Combination of discrete and continuous values of these features makes the range of the 

features values is different. To solve this problem we normalized the dataset and as a result range of all features 

are same and also all features are comparable. For normalization of the dataset we have used min-max 

normalization [22]. Here we assume  and  are the minimum and maximum values of the feature A, 

where a value  of A maps to  within the range of to . In this normalization process we 

have assigned the value of is 0.0 and is 1.0 respectively. Following formula is used for 

the min-max normalization: 

 
Discretization: Discretization techniques can be categorized based on how the discretization is performed, such 

as whether it uses class information or which direction it proceeds (i.e., top-down vs. bottom-up). If the 

discretization process uses class information, then we say it is supervised discretization. Otherwise, it is 

unsupervised. If the process starts by first finding one or a few points (called split points or cut points) to split 

the entire attribute range, and then repeats this recursively on the resulting intervals, it is called top-down 

discretization or splitting [23]. This contrasts with bottom-up discretization or merging, which starts by 

considering all of the continuous values as potential split-points, removes some by merging neighborhood 

values to form intervals, and then recursively applies this process to the resulting intervals. Discretization 

simplifies the original dataset. Before applying Rough Set Theory, we have performed normalization and 
discretization process on our dataset. 
Rough Set Theory (RST): Rough Set Theory reduces the computational complexity of learning process and   

eliminates the unimportant or irrelevant attributes so that the knowledge discovery in datasets can be efficiently 

learned [24]. There are several subsets of attributes in Rough Set, among them minimal subsets are called 

reducts [25]. Rough Set Theory deals with inconsistencies, uncertainty and incompleteness by imposing an 

upper and lower approximation to set membership. The Rough Set approach to processing of incomplete data is 

based on the lower and the upper approximation. Every subset defined through upper and lower approximation 

is known as Rough Set. 

 Upper Approximation :  

 Lower Approximation :   

Four basic classes of Rough Set Theory: 

  is roughly B-definable, iff   and  

  is internally B-undefinable, iff   and  

  is externally B-undefinable, iff   and  

  is totally B-undefinable, iff   and  

Definitions which show the reduct derivations [26] are as follows: 
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Definition1: In Rough Set Theory knowledge is represented by means of a table called an information system 

given by  where  is a finite set of objects of the universe (  is the number 

of objects);  is the non empty finite set of features, ;  and   is a domain of 

feature ;  is a total function such that for each . If the features in   can 

be divided into condition set  and decision feature set ; i.e. and . The information 

system  is known as decision system or decision table. 

Definition2: In case of Rough Set, every  yields an equivalence relation up to indiscernibility, 

, given by: ´):  a reduct of  is the least  that 

is equivalent to  up to indiscernibility i.e., . 

(ii) Filter-based method: In Filter-based method, the subset selection procedure is independent of the learning 

algorithm [27]. That means filter-based method relies on general characteristics of the training data to select 

some features without involving any learning algorithm, therefore it does not inherit any predetermined learning 

algorithm [28]. Filter-based method select features according to some evaluation criterion ( for example, 

correlation between the feature and the class knowledge). In filter-based method we rank each feature and select 

the highest ranking features. This method is very efficient and fast for computing. When the number of features 

becomes very large, the filter-based method is used to its computational efficiency. In our paper we rank our 

features depending on their Information Gain. 
 

Information Gain (IG): Information Gain (IG) measures the amount of information in bits about the class 

prediction. For each dataset we select the subset of features based on their rank value. It also measures the 

expected reduction in entropy. Entropy is commonly used in the information theory measure, which 

characterizes the purity of an arbitrary collection of examples. Entropy is in the foundation of the Information 

Gain attribute ranking methods. The entropy measure is considered as a measure of system‟s unpredictability. In 

Information Gain the features are filtered to create the most significant feature subset before the learning 

process. The computation of the information gain of a set of attributes with respect to all classes calculated [29] 

[30] as follows: Let, the set of training set sample of the dataset is  with their representing labels. We consider 

there are  classes and the training set consists of   samples of class  and  is the total number of sample  in 

the training set. So required information needed to classify a given sample is calculated by [31], 

           

Feature  with values  can divide the training dataset into subsets where is the 

subset which has the value for the feature  Moreover let  contain samples of class . Entropy of the 

feature  is given below: 

          

Information Gain for  can be calculated using following formula: 

          

For selecting features from NSL-KDD dataset, first we used Rough Set Theory as a wrapper-based method and 

select 25 features using RSES toolkit. Then Information Gain is used as a filter-based feature selection method 

using WEKA toolkit and here we again select 25 high rank features as 25 features are selected by Rough Set 

Theory. After selecting features all the datasets are applied separately for classification. 

 Classification: Classification may refer to categorization. It is a process in which ideas and objects are 
recognized, differentiated and understood. In classification, records of dataset are divided into training and 

test datasets. In other case, we can use train component of dataset as training dataset and test component of 

dataset as testing dataset. In our experiment, we have used “KDDTrain+” as training dataset and 

“KDDTest+”as testing dataset for classification. There are several classification algorithms; among them 

we have used the concept of KNN and Neural Network classifier for our experiment.  

 
(i) KNN (K-Nearest Neighbor): In classification the set of possible classes are defined with respect to a 

specific classification task. KNN or K-Nearest Neighbor classification classifies instances based on their 

similarity to instances in the training data. KNN is one of the top 10 data mining algorithm and it makes 

decision based on the entire training data set. K-Nearest Neighbors is a simple algorithm that stores all available 

cases and classifies new cases based on a similarity measure (example: distance functions). KNN has been used 

in statistical estimation and pattern recognition. A case is classified by a majority vote of its neighbors, with the 

case being assigned to the class most common amongst its K-Nearest Neighbors measured by a distance 

function. If K = 1, then the case is simply assigned to the class of its nearest neighbor. It is also a non parametric 
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lazy algorithm. It means that it does not use the training data points to do any generalization. In other words, 

there is no explicit training phase and it is very minimal. This means the training phase is reasonably fast. Lack 

of generalization means that KNN keeps all the training data or more exactly we can say, all the training data is 

needed during the testing phase. Whereas parametric means that it does not make any assumptions on the 

underlying data distribution. The K-Nearest Neighbor (KNN) algorithm is among the simplest of all machine 

learning algorithms [32] [33]. The KNN algorithm is first implemented by introducing some notations  

; i=1,2,…N is considered the training set, where  is the d-dimensional feature vector, and 

 is associated with the observed class labels. For simplicity, we consider a binary classification. We 

generally suppose that all training data are samples of random variables  with unknown distribution. With 

previously labeled samples as the training set  , the KNN algorithm constructs a local sub region of 

the input space, which is situated at the estimation point  . The predicting region contains the closest 

training points to  , which is written as follows: { |D ( ) ≤  , where  is the  order 

statistic of   , and  is the distance metric.  denotes the number of samples in region , 

which is labeled by y . The KNN algorithm is statistically designed for the estimation of posterior probability 

of the observation point  :  

=  

For a given observation , the decision  is formulated by evaluating the values of and selecting the 

class that has the highest  value: 

 
Thus, the decision that maximizes the associated posterior probability is employed in the KNN algorithm. For a 

binary classification problem in which , the KNN algorithm produces the following decision rule: 

). 

(ii)  Neural Network (NN): The aim of using Neural Network for intrusion detection is to classify data as 

normal or a specific attack. It consists of highly interconnected processing elements. Neural Network transforms 

a set of inputs to a set of desired outputs. Neural Network is able to adapt to the desired outputs by modifying 
the connections between the nodes [34]. The ability of high tolerance makes the Neural Network flexible and 

powerful in IDS [35]. 
The advantages of using Neural Networks are: [36] 
 Neural Networks are data driven self-adaptive methods in that they can adjust themselves to the data 

without any explicit specification of functional or distributional form for the underlying model. 

 Neural Network has the capability of analysing the incomplete and distorted data from the network. 

 Neural Networks are universal functional approximators. The Neural Networks can approximate any 

function with arbitrary accuracy. Since any classification procedure attempts a functional relationship 

between the group membership and the attributes of the object, accurate identification of this underlying 

function is important.  

 Neural Networks are non linear models, which makes them flexible in modelling real world complex 
relationships. 

 Neural Networks are able to estimate the posterior probabilities, which provide the basis for establishing 

classification rule and performing statistical analysis. 

 

In our experiment, after applying KNN as binary classification for normal and abnormal classes, we 

again apply Back Propagation Neural Network classifier for classifying abnormal classes. Back propagation is a 

systematic method of training multi-layer Artificial Neural Networks. It consists of at least three layers of units 

named; an input layer, intermediate hidden layer and an output layer. These units are connected in a feed-

forward fashion with input units fully connected to units of hidden layer and hidden units fully connected to unit 

of output layer. We have used 41 features of dataset as input units and one hidden layer which consist of 21 

neurons and give 1 output in output layer. The output of the Back Propagation Neural Network is interpreted as 

a classification decision. In our experiment we have used MATLAB R2014a (version 8.2) software which was 
released on March 2014. In Back Propagation Neural Network we feed training patterns one by one to the 

neunet (a network of neurodes), and then we update the weights depending on the error. The back propagation 

procedure is said to perform a „gradient descent‟ on the error surface in the weight space where the weights 

change in the direction of the greatest rate of decrease of error [37]. Figure 2 shows the learning mechanism of 

Neural Network. 
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Figure 2: Learning mechanism of Neural Network. 

In a multi-layer neunet, for a given training pattern, error  in the output of neurode  for 

, is defined to be:  in which  

is the difference between the desired output  and the observed output  The derivative 

gives the rate of change of the activation function at  the value input  to neurode   

We have used Quasi Newton BFGS learning method in our Back Propagation Neural Network. For learning 

method, Newton‟s method is an alternative to the conjugate gradient methods for fast optimization  [38]. The 

basic step of Newton‟s method is: , where is the Hessian matrix (second derivatives) of 

the performance index at the current values of the weights and biases. Newton‟s method often converges faster 

than conjugate gradient methods. Unfortunately, it is complex and expensive to compute the Hessian matrix for 

Feed Forward Neural Networks. There are number of algorithms that is based on Newton‟s method, but which 

doesn‟t require calculation of second derivatives. These are called Quasi-Newton (or Secant) methods. They 

update an approximate Hessian matrix for all iteration of the algorithm. The update is computed as a function of 

the gradient. This algorithm has been implemented in the trainbfg routine. Quasi Newton BFGS learning method 

requires more computation for all iteration and more storage than the conjugate gradient methods, although it 

generally converges in less iteration. 
In our experiment we used feature selection to minimize memory space required for large dataset and 

to reduce learning time. Also, to produce much better result, we have designed hybrid KNN_NN model instead 

of using separated KNN and Neural Network classification method.  

 

 Algorithm of our proposed Hybrid KNN_NN model for classification: In our proposed hybrid 

KNN_NN model, we have used KNN classification method for anomaly detection as a binary classifier. 

After that Neural Network classifier is used for misuse detection to detect specific attack type of abnormal 

classes. 

Algorithm (1): Suggested-KNN 

Input: NSL-KDD for training and testing. 

Output: Results of anomaly detection on NSL-KDD testing dataset using KNN. 

Steps: 

1. Suppose there are  training categories  and the sum of the training samples is , after feature 

reduction, they become m-dimension feature vector. 

2. Make sample  to be the same feature vector of the form  as all training samples. 

3. Calculate the similarities between all training samples and  Taking the  sample  as an 

example; the similarity  is calculated using Euclidean distance. 

4. Choose k samples which are larger from  similarities of  and treat them as a 

KNN collection of . Then calculate the probability of  belong to each category respectively. 

5. Judge sample  to be the category which has the largest probability  

6. End. 

 

Algorithm (2): Suggested-NN 

Input: Abnormal classes produced by KNN from NSL-KDD dataset. 

Output: Results of misuse detection on NSL-KDD testing dataset using NN (Neural Network). 

Steps: 

Main assumption for the training process: 

Learning method :  Quasi Newton BFGS. 

Number of Epochs: 1000. 

MSE (Mean Square error): 0.01. 
Learning  rate : 0.9. 
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Activation function: tansiq and purelin. 

Number of neurons in the Input layer: (41 for NSL-KDD dataset, 25 after feature selection using Rough Set and 

25 after feature selection using Information Gain). 

Number of neurons in the hidden layers: (21 for 41 input neurons, in case of features selected by Rough Set 

Theory and Information Gain 13 for 25 input neurons i.e., half of input neurons). 

Number of neurons in the output layer: (No. of intrusion classes are 4). 

Train and Test on NSL-KDD, to construct final NN misuse detection result. 
End. 

 

V. Results & Analysis 
In order to evaluate the performance of proposed algorithm, we used NSL-KDD benchmark dataset. 

All experiments were performed using an Intel Core i7 processor with 8 GB of RAM and windows 7 operating 

system. Using this high configured machine, at first we have applied Rough Set Theory and Information Gain 

on NSL-KDD dataset for feature selection. To perform Rough Set Theory we used RSES toolkit and for 

Information Gain WEKA toolkit is used. For classification purpose, we have used MATLAB R2014a (version 

8.2) software. In our experiment, it shows that classification with 41 features of NSL-KDD dataset and 
classification after feature selection, using Rough Set Theory and Information Gain, produced approximately 

same or better result. To produce better experimental result and to reduce memory space and learning time, it is 

better to use dataset after feature selection. For feature selection we used Rough Set Theory as wrapper based 

method and select 25 features among 41 features of NSL-KDD dataset. Information Gain is also used as a filter 

based feature selection method and we have select high ranking 25 features as 25 features are selected by using 

Rough Set Theory, to identify which feature selection method is better among this two. In our experiment, 

feature selection using Information Gain gives better result than Rough Set Theory. In classification, we have 

used both KNN and Neural Network classification separately on 41 features of NSL-KDD dataset and on 25 

features selected by Rough Set Theory and Information Gain. Figure 3 show that, KNN classification used for 

41 features of NSL-KDD dataset produced same result with 25 features of Information Gain. But both of them 

give better result than applying 25 features of Rough Set Theory. In case of Neural Network classification, 25 
features of Rough Set Theory produced much better result than Information Gain and 41 features of the NSL-

KDD dataset.   

 

           

                            Figure 3: Detection results of test dataset with 41 and 25 features.    

 

To produce better result than using KNN and Neural Network classification separately, we have 

designed our proposed hybrid KNN_NN multilevel classification model. In this hybrid model, KNN 
classification is used for anomaly detection as a binary classifier with „normal‟ and „abnormal‟ classes. After 

that Neural Network classifier is used as misuse detection to detect specific attack type of „abnormal‟ classes. In 

our proposed hybrid KNN_NN classification model, Information Gain on 25 features of the NSL-KDD dataset 

produced better result as compared to using 41 features of the NSL-KDD dataset and 25 features of Rough Set 

Theory. Figure 4 shows the result of KNN, NN and hybrid KNN_NN classification method after applying 

Rough Set Theory and Information Gain on NSL-KDD dataset for feature selection. In most cases, our proposed 

KNN_NN hybrid model generates better result than separately used K-Nearest Neighbor and Neural Network 

classifier. 
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Figure 4: Results of detection and classification with Rough Set and Information Gain. 
 

In our proposed KNN_NN hybrid model, Information Gain applied on NSL-KDD dataset as a filter-

based feature selection method, gives much better result then others because the filter-based method is very 

efficient and fast computing technique for feature selection when the number of features becomes very large in 

the dataset. The abnormal classes of NSL-KDD dataset consists of four classes (Dos, Probe, R2L and U2R). The 

training („KDDTrain+‟) and testing component ( „KDDTest+‟) of NSL-KDD dataset used for our experiment 

produced good cross validation result for all classes. But in classification using testset, it produced good 

classification result only for DoS and Probe classes. In case of  R2L and U2R classes, they are misclassified as 

testing dataset of NSL-KDD dataset contains greater number of  R2L and U2R classes as compared to training 

dataset. To get better classification result for R2L and U2R classes, NSL-KDD test dataset should be improved. 

Our proposed hybrid multilevel KNN_NN classification model is more efficient than separately used KNN and 

NN classification method. In our proposed KNN_NN hybrid model, first of all we used KNN clasification 
method for anomaly detection as a binary classification of „normal‟ and „abnormal‟ classes. After getting the 

output from the KNN classifier, „normal‟ classes are separated and then „abnormal‟ classes are used as a input of 

Neural Network classifier to detect specific attack type as misuse detection. Our hybrid KNN_NN model 

produced better result than separately used  KNN and Neural Network classification method. 

 

VI. Conclusion 
The main purpose of this paper is to improve the performance of classifier for intrusion detection. We 

have achieved it through the use of our proposed hybrid KNN_NN multilevel classifier. Here we test our 

proposed algorithm on NSL-KDD benchmark dataset. The dataset has been used in three ways for classification. 
First we use all the 41 features of NSL-KDD dataset for classification. Then classification method is performed 

on 25 selected features. Selection has been done by Rough Set Theory and Information Gain separately. The 

result shows that there is a significant decrease in memory space and also decrease in learning time of the 

algorithm as well as increase in the accuracy. The experimental results emphasized that for NSL-KDD 

benchmark dataset, Information Gain is the suitable technique as compared to Rough Set Theory for feature 

selection because of its computational efficiency for large number of features. The experimental result also 

shows that, our proposed KNN_NN hybrid multilevel classification model is the convenient and effective 

classification methodology which can be used in the field of intrusion detection. 
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