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Abstract: There is an increase in the searching where name aliases are concerned. Approximately 30 percent 

of searches are based on aliases; hence it becomes important to obtain correct aliases. Lexical pattern based 

method is used to obtain the aliases of any personal or place from the web The aliases obtained are ranked and 

filtered based on the co-occurrence frequency and web dice methods These final aliases are then used to cluster 

the text documents present in a huge database. To get the best cluster cuckoo method of clustering is used. This 

method is based on the reproduction system of the cuckoo bird. According to the studies this clustering method 

when used with levy flight concept gives the best results when huge data is concern and also outperforms 

particle swarm optimization algorithm and genetic algorithm. The result will be compared with the result of k-

means clustering method. 
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I. Introduction 
A PERSON or a place is known by many different names on the web referred to as aliases. This is the 

reason to fine the aliases. The aliases of any person or place should be accurate which helps to obtain maximum 

information related to them easily. This will help to absorb maximum possible information about that person on 

web. When the data obtained from the web search is concern it’s huge. It is crucial to identify accurate aliases of 

a name, which makes extracting relationships among different entities easy. 

The technique used for extraction of aliases is automatic extraction of lexical patterns [4]. The method 

obtains patterns which give accurate aliases for a personal name or name of a place. The obtained patterns are 

used to get the accurate aliases which are filtered to get best aliases. These aliases are further ranked with the 

help of a threshold value obtained from the web search engine. 

These ranked aliases then are used for clustering of text documents which are present in a database. 

The cuckoo method of clustering is used with levy flight technique to obtain the best clusters. This clustering 

algorithm is based on the reproduction system of the cuckoo bird. The cuckoo bird lays her egg in the nest of 

bird belonging to different species and the surrogate bird unknowingly or raises the brood [17]. This concept is 

used for clustering the text documents using the aliases. 

.  

II. Related Work 
The work is done on the automatic alias extraction and this work will be further used for clustering the text 

documents. 

 

2.1          Lexical Pattern Based Automatic Alias Extraction Method 

With the base of [4], the method of automatic name alias extraction method is implemented to extract 

the aliases from web. There are three parts for obtaining the aliases. In first part the best patterns (e.g. is known 

as, also called as etc.) are obtained which are refined with the help of co-occurrence frequency method. Lexical 

pattern based approach is used for obtaining the patterns. The method works by feeding a training data set of 

name or place with their aliases to the web. With the help of Ngram algorithm using a query name*alias the 

patterns are obtained [4]. This algorithm searches for the patterns and returns the snippets. The second part deals 

with obtaining the candidate aliases. It also uses the Ngram algorithm with query Namep* where p stands for 

patterns obtained in the previous part. It obtains n number of words after the pattern p, these n words are the 

candidate aliases extracted.  The third part filters and ranks the aliases for obtaining the best aliases. The ranking 

is done base on the threshold value obtained from the web search engine. For filtering the co-occurrence 

frequency method and web dice algorithm are used [4]. The aliases obtained by this method are the best of the 

lot. 
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2.2 Clustering of Text Documents using Cuckoo Method and Comparison with K-means 

As the data present in any database is always huge cuckoo method is used to form the clusters. This 

method is selected based on the studies of [10] and [19] which does the comparison between PSO, GA and CS 

and the other does the comparison between CS, ABC and DE. Both studies shows CS i.e. Cuckoo Clustering 

method outperforms the other methods. When the cuckoo bird lays eggs in the nest of the other species bird. The 

other species bird may, raise the brood, or it may destroy the egg, or it may leave the nest. These reactions are 

observed by cuckoo bird and the nest where best care of eggs is taken and are raised, are passed to the next 

generation as the best nest. This concept is powered by levy flight method [16], which finds the best and optimal 

clusters. 

The algorithm form groups of the data points having same features. The class of the input data is k=not 

known during the process. The solutions obtained will be modified by levy flight technique. The obtained 

clusters are logically similar and different from each other. This means that the text documents in one cluster do 

not match to the documents in the other cluster but documents in a cluster are of similar type. 

 

III. Method 
As a huge amount of data is present on the related to a person or place. This information may be 

available with the reference to the different aliases of that name.   

Where information retrieval is concern all aliases should be known for best results. This is the reason 

why it is necessary to work on the discovery of name or place aliases on the web. When all the aliases are 

known maximum information can be secured.  

The system architecture in fig 3.1 shows the working of the implemented method. The method made up 

of two important parts. First part obtains the aliases and the second part does the clustering using both cuckoo 

method and k-means method and the comparison is done. 

 

 
Fig. 3.1 System Architecture 

 

The modules which are implemented with their sub modules are as follows: 

1. Pattern Extraction Module 

1.1 Search Engine phase 

1.2 Snippet parser 

1.3 N Gram algorithm 

2 Candidate Name Aliases Module 

2.1 Search Engine phase 

2.2 Snippet parser 

2.3 Extract candidate aliases 

3 Final Name Aliases Ranking Module 

3.1 Ranking 

3.2 Final name aliases 

4 Clustering and Comparison Module 

4.1 Get dataset and parse 

4.2 Clustering by cuckoo method  

4.3 Clustering by K-means method 

4.4 Comparison of results obtained by both methods 

 

2.3 Obtaining the Aliases 



Obtaining the Name aliases from the Web, using them to Cluster Text Documents with …… 

www.iosrjournals.org                                                             36 | Page 

2.3.1 Pattern Extraction Phase 

The pattern extraction phase is sub divided into three steps as search engine part, snippet parser part 

and the N gram algorithm part. The search engine part deals with the searching for the name and alias which are 

present in the training data set provided to the search engine. The snippets are returned by the engine. The 

Ngram algorithm is used to find the patterns. The snippets obtained are replaced by [NAME] and [ALIAS] so as 

to obtain patterns. The wildcard operator “*” is used to relate the Name and Alias it helps to get the patterns. For 

example “Sachin is called the God of cricket” here “is called” is the pattern which will be obtained and a file of 

patterns is created. 

 

Pseudo code for Ngram Algorithm: 

a. Algorithm: Obtain-patterns(T) 

b. T is a set of (Name, Alias) pairs 

c. P = Null 

d.  for (Name, Alias) 

a. X = snippets(Name*Alias) 

b. for snippet yϵX 

i. P <- P+ Pattern(y) 

e. return(P) 

 

2.3.2 Candidate Alias Extraction Phase 

This part also has three steps.  Which are same to the first part as again the query is given to the search 

engine i.e.  “Name p*”. Here Name any person or place name for which the aliases are to be obtained and p are 

the patterns. Here it will return “the God of Cricket” as the output. It again uses N gram algorithm but in 

different way the pseudo code is given below [4], here the n stands for the number of words to be obtained after 

the wildcard operator “*” . 

 

a. Algorithm:  

Candidate-aliases(Name, P) 

b. P  is a set of patterns 

c. For(pattern p ϵ P) 

d.  for (Name, Alias) 

a. X = snippets(Namep*) 

b. for snippet yϵX 

i. C<- C+ GetNgrams(y, Name,p) 

e. return(C) 

 

2.3.3 Final Alias Ranking Phase 

This is the last part containing two steps as ranking and filtering. Filtering is necessary as the anchored 

texts may contain some noisy data due to which exact results are not obtained. Different ranking scores are 

defined for measuring the relation between name and alias. Co-occurrence frequency algorithm and web dice 

algorithm are used. Co-occurrence frequency is nothing but the number of urls in which an anchored text 

appears. Co-occurrence algorithm is used to find frequency of the name and alias pair appearing in different 

anchor texts of a url. The name and alias occurring in same urls are ignored. Co-occurrence frequency is 

inclined towards highly frequent words. After ranking and filtering the final file of ranked aliases is obtained. 

 

2.3.4 Clustering and Comparison Phase 

The web is a huge and widely distributed global information service center. Finding the relevant 

document from a data base is a huge challenge due to increase in information. This is why it creates the 

necessity to develop new technique which will help users to effectively navigate, curtail and establish the scared 

information. This can be done by using the technique of document clustering. This paper aims to develop such a 

technique using cuckoo clustering algorithm and apply it for text document. 

 

2.4 Cuckoo clustering Method 

As stated earlier the cuckoo method gives the best and approximate results in less time as compared to 

nature inspired algorithms. As K-means being the oldest and the sturdiest method the results obtained by cuckoo 

method are compared with that of the k-means algorithm. This phase three part, first part gets the data set and 

the documents which are to be clustered the documents are then parsed. All the stop words or noisy words are 

removed from the document. Remaining words are collected and represented in a vector space model. Cosine 

similarity formula [16] is used to calculate the distance between the document which is centroid and other 
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documents to find the minimum distance between the documents. The failed centroids will be removed and they 

will be replaced by new centroids using levy flight method. Clusters are then formed which are the best clusters. 

There are few guidelines which are to be followed when using cuckoo method they are: 

a. Only one egg is laid at a time, which is dumped randomly into nest of other species. 

b. Best nest where the egg is taken care of will be forwarded to the next generation. 

The numbers of available host nests are fixed, if the egg is discovered by the other bird say with pa probability 

[16]. Then pa is the probability that the surrogate bird may throw the egg or it may abandon the nest, building a 

completely new nest. This helps obtain the best nest or best centroid for clustering. For future clustering purpose 

the best nest results are stored and then used further. The pseudo code for cuckoo algorithm is as follows [16]: 

1. Set the initial condition to n number of nests. 

2. Repeat till the end of loop criteria is met. 

a. Use fitness function (Fc) by levy flight to select cuckoo at random.. 

b.  Nest is randomly select. 

c. Calculate fitness of nest using fitness function (Fn) . 

d.  If we have (Fc < Fn) then replace the cuckoo is replaced by the nest. 

e. A pa fraction of nest is replaced by new nests. 

f. Again calculate fitness and keep best nests. 

g. Optimal fitness value is that of the best nest which is stored for further use. 

3. The center of cluster will be the best nest position. 

       This is how the clusters are formed using cuckoo method. 

 

2.5 K-means Clustering Method 

As k-means is the oldest clustering method which is used on a wide scale, this method is also 

implemented and the results obtained by cuckoo method and k-means method are compared on the basis of 

iterations required by both the methods to form clusters. 

      K-means clustering is a method of cluster analysis which aims to partition n observations into k 

clusters in which each observation belongs to the cluster with the nearest mean. Clustering is defined as 

grouping similar objects either physical or abstract. Each created group is called a cluster. The objects inside one 

cluster have most similarity with each other and maximum diversity with other groups. The algorithm is as 

follows: 

Initialize clustering:  

Loop until done 

a. Compute mean of each cluster 

b. Update clustering based on new means 

c. End loop.  

 

IV. Result 
All the phases are implemented successfully. The snapshots of all the phases are given below. Figure 

4.1 is the input to the first phase of patterns extraction where the training data set is displayed. Figure 4.2 is the 

output of the first phase where the patterns obtained are displayed. Figure 4.3 is the output of the second phase 

of the first part where the candidate aliases are obtained. Figure 4.4 is the output of the third phase where the 

final ranked aliases are obtained. Figure 4.5 is the output of the cuckoo clustering method and figure 4.6 is the 

output of cluster obtained by k-means algorithm. 
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Fig. 4.1 Training Data Set. 

 

 
Fig. 4.2 Output of Patterns Extraction 

 

 
Fig. 4.3 Output of Ranked Aliases 
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Fig. 4.4 Output of Ranked Aliases 

 

 
Fig. 4.5 Output of Cuckoo Clusters 

 

 
Fig. 4.6 Output of Cuckoo Clusters 

 

V. Conclusion 
The automatic method to extract aliases of a personal or name of place is implemented successfully. 

Also the clusters are obtained using both cuckoo clustering method and k-means clustering method. The 

comparison between the both the methods is done based on the iterations required by both the methods to form 

the clusters. The comparison is done graphically as follows: 

Here in the figure 5.1 it is observed that the when the number of files are increasing the number of 

iterations required are not increasing with a big difference. Here the number of iterations required for clustering 

8 files does not differ with more number as compared to the iterations required to cluster 13 files. 

 



Obtaining the Name aliases from the Web, using them to Cluster Text Documents with …… 

www.iosrjournals.org                                                             40 | Page 

 
Fig. 5.1 Cuckoo Cluster Graph 

 

The figure 5.2 shows the graph of iterations for k-means algorithm here it is observed that the number 

of iteration required for 8 files is more as compared to that of cuckoo algorithm. Similarly, the iterations are 

differing with huge number when the number of files is increasing. 

 

 
Fig. 5.2 K-means Cluster Graph 

 

From both the graphs it is observed that when number of files are increasing k-means takes more 

number of iteration to obtain the cluster, more number of iterations actually means more time consumption. 

Also it happens that when huge number of data is concerned k-means fails to obtained the optimum solution in 

some cases. So it is observed that cuckoo is faster and accurate as compared to the k-means algorithm when 

huge data is concerned. 

Future work: Document data time line generation which shows the clusters according to name aliases 

and sort those documents according to timeline. 
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