A New Web Document Retrieval Method Using Extended-IOWA (Extended-Induced Ordered Weighted Averaging) Operator on HTML Tags
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Abstract: A new scenario has arisen into the information retrieval (IR) field with the increase in the use of mark-up languages. This paper targets structured IR and is focused on documents with structure. This assumption forces us to estimate the different weights which are applied to every field of structured web documents (designed using HTML). In this work a new ranking function based on fuzzy logic called Extended-IOWA operator for structured IR has proposed. Its purpose is to develop a competent IR system through Extended-IOWA operator with weighted HTML tags. We prioritized HTML tags into four classes and assign fuzzy weights to these classes according to their significance in text retrieval. Document weights are based on tags, which contain query terms. Consequently each class generates a matrix which describes document-document relation using Linguistic terms which we represent using Trapezoidal Fuzzy Numbers. Document score is calculated in different classes and finally scores of documents are aggregated by Extended-IOWA which in turn returns result in the form of final ranked list of relevant documents.
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I. Introduction

Presently most of the information retrieval systems still employ the Boolean logic model; however these information retrieval systems are not able to deal uncertain information, so in the present paper we propose a model which uses linguistic terms to deal with uncertainty. These linguistic terms are represented by trapezoidal fuzzy numbers [1]. In comparison to Boolean model, fuzzy logic deals with vagueness/uncertainty of information (unlike the Boolean model which is based on binary decision criterion {relevant, not relevant}), and expresses relevance as degrees of memberships.

There is a huge involvement of HTML (Hyper Text Markup Language) in development of web pages available on the Internet. HTML contains a set of markup tags that represent the content, the presentation layout of the web documents. These HTML tags have different priorities in document structure, so traditional techniques that assign the term weights on the basis of frequency of occurrence may not be provided adequate results. Deng have shown the fuzzy representation (FR) of WWW information based on Significance of HTML tags which is an effective alternative for characterizing Web documents [5]. Practically, Vector Space Model (VSM), Term Frequency (TF) and Inverse Term Frequency (IDF) are among other long-established models [3] [5] [15] [16] employed in conventional IR systems.

In presented paper we have focused on some of the issues which arrive while retrieving the HTML documents. Firstly, in HTML documents it is possible that a query term is present in only title tag, however title tag is consider as a highest prioritize tags. So document that contain query term in title tag but not in any other tag (in other part of document) is kept first by information retrieval system, which a not efficient way of retrieval. Secondly, only term frequency (tf) & inverse-document frequency (idf) is not sufficient to make a powerful & highly scalable IR system. It is also possible that query terms are present in more than one tag (with different priorities) in same document and in more than one document, then it becomes difficult to merge all document weights and represent in a final ranked list proficiently.

Treating each tag independently is not an optimized way therefore we divide HTML tags (most of all tags, which are responsible for text retrieval) into finite number of classes. In this paper a new structure-sensitive web information retrieval model for HTML documents has been proposed. We firstly prioritize HTML tags and make four classes (i.e. C₁, C₂, C₃, & C₄) of HTML tags on basis of similar functionalities. These classes stand for title, header, emphasized and delimiters tags of HTML respectively. Afterwards, query terms are parsed on the basis of HTML tags and in this fashion each class generates a set of documents according to included tags that contain query terms. Since A term can be present in more than one document and in different tags and hence we aggregate all the weights of retrieved documents. For aggregation of these weights we propose Extended-Induced Ordered Weighted Operator (Extended-IOWA). Finally a ranked list of relevant
documents is presented to the user. In this way a new scenario to use OWA in HTML web document retrieval has been implemented, which was not done in existing works.

This paper is organized as follows. Section 2 provides basic concepts of OWA and IOWA operators, which will be used throughout paper. Section 3 presents a brief review of related work models of the OWA operators and the models of various weighing schemes for HTML tags. In Section 4 we propose a new OWA operator namely Extended-IOWA. In section 5 we illustrate the proposed method using an example to generate final ranked list of relevant documents. Section 6 represents implementation results and at the last conclusion with future scope is described in Section 7.

II. Preliminaries Owa And Iowa Operators

In classical binary logic there are two extremes; “and”, where all the criteria should be met, and “or”, where at least one of the criteria should be met. Yager (1988) proposed OWA operator for aggregation in MCDM to form an overall decision function, which lies between the two extremes. This operator is different than the classical weighted average in that coefficients are not associated directly with a particular attribute but rather to an ordered position.

OWA operator of dimension n is defined as a mapping $F: \mathbb{I}^n \rightarrow \mathbb{I}$ (where $\mathbb{I} = [0,1]$), with associated weighing vector $W$,

$$W = \begin{bmatrix} W_1 \\ W_2 \\ \vdots \\ W_n \end{bmatrix}$$

Such that
1. $W_i \in [0,1]$
2. $\Sigma W_i = 1$
3. $F(a_1, a_2, \ldots, a_n) = w_1 \times b_1 + w_2 \times b_2 + \ldots + w_n \times b_n$ where $b_i$ is the $i^{th}$ largest element in the collection ($a_1, a_2, \ldots, a_n$).

The weighing vector can be obtained by two approaches. In the first approach some kind of learning mechanism is used. In the second approach some kind of semantics is given to each of the $W_i$’s. In this approach we calculate weights using the linguistic quantifier $Q(r) = r^\alpha$ where $\alpha \in [0,1]$, as

$$W_i = Q\left(\frac{u_i}{\mu}\right) - Q\left(\frac{u_i}{\pi}\right)$$

(1)

For more details of OWA and its properties please refer [4].

Mitchell and Estrakh (1997) described a modified OWA operator in which the input arguments are not rearranged according to their values but rather using a function of the arguments [17]. Inspired by this work, Yager and Filev (1998) introduced a more general type of OWA operator, which they named the Induced Ordered Weighted Averaging (IOWA) operator [9]. Yager and Filev (1999) assume that we have n values that we want to aggregate using the OWA weighting vector $W$, these vectors are denoted as $(a_1, a_2, \ldots, a_n)$. In this more general framework each of $a_i$ values is a component of a more complex object which is represent as a 2-tuple $<u_i, a_i>$ and is denoted as an OWA pair. In this approach for OWA aggregation, the arguments are ordered and form vector B based upon the $u_i$ values. In particular, the OWA aggregation for these OWA pairs is calculated as follows:

$$F_w(<u_1, a_1>, \ldots, <u_n, a_n>) = W^T B_u$$

(2)

In this way an ordered argument vector $B_u$ is formed, so that $b_j$ is a value of OWA pair having the $j^{th}$ largest $u$ value. In these OWA pairs $<u_i, a_i>$, $u_i$ is referred as the order inducing variable and $a_i$ as the argument variable.

III. Related Work

Youssef basil and Paul Semaan (2012) have been used a vector model called SWVM (Semantic-Sensitive Web Vector Model) and a weighting scheme called BTF-IDF (boosted term frequency- inverse document frequency), particularly designed to support the indexing and retrieval of HTML web documents [3]. The chief advantage of the this model is that it assigns extra weights for terms that appear in certain pre-specified HTML tags that are correlated to the semantics of the document and the disadvantage is that this model is not applying fuzzy logic and not able to deal with uncertainty.

On basis of priorities, HTML tags can be categorized. Different classes contain a set of HTML tags according to characteristic/functionalities. Classification approach facilitates a simpler way to assign weights to tags. Jiawei Deng and Lihui Chen (2000) proposed automatic categorization of HTML Web Documents with similar contents, Categorization through Fuzzy Representation and HAC (Hierarchical Agglomerative
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Cluster) [5]. The main drawback of this model is that it deals with single query terms. It fails if we have multiple query terms which are present in more than one class.

In 1988, Ronald R. Yager developed a new averaging operator i.e. OWA (ordered weighted averaging) operator in multi-criteria/group decision making, which is primarily concerned with the problem of aggregating Multi-criteria to form an overall decision function [4]. Yager then introduced a more general type of OWA operator called the Induced Ordered Weighted Averaging (IOWA) Operator [9]. These operators take as their argument pairs, called OWA pairs, in which one component is used to induce an ordering over the second components which are then aggregated. Consequently modified version of IOWA were Proposed viz. I-IOWA (Importance-Induced Ordered weighted Averaging Operator), P-IOWA (Preference-Induced Ordered weighted Averaging Operator), & C-IOWA (Consistency-Induced Ordered weighted Averaging Operator) to solve group decision-making problems based on fuzzy preference relations [7]. These operators are not able to work in a dynamic environment of multi-criteria decision making, which implies that in these operators we know the number of alternatives prior for which experts have to give their opinions, however in document retrieval we can’t estimate the number of retrieved documents (alternatives) for different queries in earlier stage.

Linguistic terms deal with uncertainty in information that can be represented by trapezoidal fuzzy numbers and used in decision making problems [1].

IV. Extended- Iowa

In Group Decision Making (GDM) or Multi-criteria Decision Making (MCDM) problems, an importance/priority weights are assigned to each alternative [7].

Molinari and G. Pasi [18] used fuzzy logic to develop a principled approach for assigning weights to different components, which are specified by tags, in a HTML document. The underlying principle is that a word in title carries much more weight than the same word appearing in other portion of the document. Therefore, we can sort tags based on their degree of importance. So fuzzy importance weight \( w_i \) can be calculated for each tag:

\[
w_i = \frac{(n-i+1)}{\sum_{i=1}^{n}}
\]  

(3)

Where \( n \) is the total number of tags in the sorted list.

The numeric weights \( w_i \) associated with the tag \( i \) can be computed by assuming that the tags are equidistant [5]. A numeric integer \( n-i+1 \) can be associated with \( i \), and its normalized importance weight \( w_i \) can be computed as:

\[
 w_i = \frac{(n-i+1)}{n(n+1)}
\]  

(4)

In our model, we calculate fuzzy priority weight for each class rather than each tag to reduce the overhead to assign priority weights to each and every HTML tag separately.

Yager [13] suggested a procedure for obtaining the OWA weights from a function \( f \), called a Basic Unit-interval Monotonic (BUM) function. These functions are particularly useful in situation in which the imperative guiding the OWA aggregation is expressed linguistically by a quantifier. A BUM function is a mapping \( f : [0,1] \rightarrow [0,1] \) defined such that \( f(0)=0, f(1)=1 \) and if \( x > y \) then \( f(x) \geq f(y) \). An OWA aggregation guided by this BUM function can be obtained as:

\[
 f_i = \sum_{j=1}^{n} w_j b_j
\]  

(5)

Where, \( b_j \) is the \( j^{th} \) largest of the arguments. Using the BUM function we obtain the \( n \) components of the OWA weighting vector as:

\[
 w_i = f \left( \frac{i}{n} \right) - f \left( \frac{i-1}{n} \right)
\]  

(6)

Consequently, Yager [12] extended the use of these BUM functions in the IOWA environment. In the area of quantifier guided aggregations, Yager [13] presents a procedure to evaluate the overall satisfaction of important criteria (tag classes) by the alternative \( x_i \) (retrieve document). In this procedure, once the satisfaction values to be aggregated have been ordered, the weighting vector associated to an OWA operator using a linguistic quantifier \( Q \) is calculated using following the expression:

\[
 w_k \rightarrow Q \left( \frac{S(k)}{S(n)} \right) - Q \left( \frac{S(k-1)}{S(n)} \right)
\]  

(7)

Being \( S(k) = \sum_{i=1}^{k} w_{n_i} \), and \( \sigma \) the permutation used to produce the ordering of the values to be aggregated, where \( n \) is number of classes, \( k \) is class index, \( s(k) \) is importance weight of \( k^{th} \) class and \( s(n) \) is total weight of all classes.

In our work we have been used \( w_k \rightarrow Q \) (obtained by eq (7)) instead of simple \( w_i \) (obtained by eq (4)) as an importance weights of classes because \( w_k \rightarrow Q \) uses Linguistic Quantifier. Linguistic Quantifiers deals with vagueness or uncertainty in information, which is a core application of fuzzy logic. So, in our proposed E-IOWA (Extended-Induced Ordered Weighted Averaging) we have been used importance weights of classes
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(derived from eq.4 and eq.7 respectively) as order inducing variables. Consequently it generates a new method to calculate order inducing variables.

In our proposed model we use E-IOWA to aggregate the fuzzy linguistic ranking matrix \((C_i)_{m,n}\) of all four classes, which describes preference of one document to another within a class. These preferences are measured as linguistic terms which are represented by trapezoidal fuzzy numbers. These linguistic terms are used to provide orders to documents within classes. Linguistic terms shows uncertainty, so we apply trapezoidal fuzzy numbers to deal with this uncertainty. The general procedure for the inclusion of importance weight values in the aggregation process involves the transformation of the preference values, \(C_{ij}\) under the importance weight \(w_k\) to generate a new collective value \(C_{ij}^Q\) such that:

\[
\phi(Q(C_{ij}^1, \ldots, C_{ij}^n)) = \sum_{k=1}^{n} w_k q \cdot C_{ij}^k
\]

\((C_i)_{m,n}\) is fuzzy linguistic ranking matrix of class, \(w_k\) are importance weight of \(k^{th}\) class, \(q: \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}\) a permutation such that \(w_{\sigma(k)} > w_{\sigma(k+1)}\), \(\forall k = 1 \ldots n-1\), i.e. \(w_{\sigma(k)}^i, C_{ij}^\sigma(k)\) is the 2-tuple with \(w_{\sigma(k)}\) the largest value in the set \(\{w_1, \ldots, w_n\}\) where \(w_k^i\) is defined in eq.7 and \(n\) is number of Tag classes (C1, C2, C3 & C4). Consequently the set of values to be aggregated, \(\{C_{ij}^1, \ldots, C_{ij}^n\}\), is induced by the set of values \(\{w_1^i, \ldots, w_n^i\}\) associated to them, which is based upon their magnitude.

V. Numerical Illustration

In this section we demonstrate our proposed method (section-4) to retrieve the web documents. We follow following steps to illustrate numerical example:

Step1: firstly, categorize HTML tags into different classes. This categorization is done on the basis of HTML tags priority. In this categorization we use HTML 5.0 version. We define four classes title (C1), header (C2), emphasized (C3) and Delimiters (C4) to cover the most of functionalities of tags that are mainly relevant to text retrieval.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Class Name</th>
<th>Tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>Title (C1)</td>
<td>&lt;title&gt;, &lt;meta&gt;</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>Header (C2)</td>
<td>&lt;h1&gt;, &lt;h2&gt;, &lt;br&gt;, &lt;hr&gt;, &lt;hr&gt;, &lt;header&gt;</td>
</tr>
<tr>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>Emphasized (C3)</td>
<td>&lt;b&gt;, &lt;strong&gt;, &lt;abbr&gt;, &lt;em&gt;, &lt;i&gt;, &lt;mark&gt;, &lt;form&gt;, &lt;map&gt;, &lt;figure&gt;, &lt;footer&gt;, &lt;summary&gt;, &lt;base&gt;, &lt;cite&gt;, &lt;au&gt;, &lt;q&gt;, &lt;blockquote&gt;, &lt;a&gt;, &lt;area&gt;, &lt;embed&gt;, &lt;link&gt;, &lt;table&gt;, &lt;param&gt;, &lt;nav&gt;, &lt;source&gt;, &lt;span&gt;, &lt;sub&gt;, &lt;script&gt;, &lt;aside&gt;, &lt;article&gt;</td>
</tr>
<tr>
<td>4&lt;sup&gt;th&lt;/sup&gt;</td>
<td>Delimiters (C4)</td>
<td>&lt;body&gt;, &lt;code&gt;, &lt;dfn&gt;, &lt;var&gt;, &lt;section&gt;, &lt;p&gt;, &lt;div&gt;, &lt;hr&gt;, &lt;dl&gt;, &lt;ul&gt;, &lt;ol&gt;, &lt;option&gt;, &lt;table&gt;</td>
</tr>
</tbody>
</table>

Table 1. proposed tag ranking table for the HTML 5.0

Suppose user entered a query: “use of OWA operators in information retrieval”. After applying pre-processing on query we get following query terms:

Use Owa Operator Information Retrieval (5terms)

Let there are 8 documents which are relevant to our query. In present research work we consider only those documents in which query terms satisfy at least 2 classes out of 4 classes. The reason behind is that in some HTML documents terms are described in one tag only & there is no further description is present in other tags, these type of documents are useless for user.

Eg. A document in which term “owa” is present in title but no other description is given in any other tag. In this way some of documents satisfy two classes, some satisfy three classes and some other may satisfy all four classes.

Suppose classes C1, C2, C3 & C4 categorize following set of documents based on included tags.

\[C_1 = d_1, d_2, d_3, d_4\]
\[C_2 = d_5, d_6, d_7, d_8\]
\[C_3 = d_9, d_{10}, d_{11}, d_{12}\]
\[C_4 = d_{13}, d_{14}, d_{15}, d_{16}\]

Ordering of documents in a class is based on occurrence of number of query terms (in case of multiple query terms) and term frequencies.

Since it can’t predictable that how many documents are generated by classes for any query. So each class can generate different number of documents on basis of its tags.

Step 2: In this step we assign weights to classes as follows:

As discussed in section 3, weights for \(i^{th}\) class is calculated by eq (4) as follows,
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\[ w_i = \frac{(n-i+1)}{\sum_{i=1}^{n}} \]

Since, we calculate fuzzy importance weight for each class rather than for each tag. In our example \( n=4 \) because we have 4 classes, so

\[ w_1 = \frac{4-1+1}{\sum_{1}^{4}} = 0.4 \]

Similarly, for \( w_2 = 0.3 \), \( w_3 = 0.2 \) and \( w_4 = 0.1 \).

We now produce important weight \( w_i^Q \) for each class using linguistic quantifier \( Q \).

\[ Q(r) = r^\alpha; \alpha \text{ is a positive parameter and } n \text{ is number of classes.} \]

For class 1 put \( i=1, n=4 \) and \( \alpha=0.5 \) (“at most” quantifier) in eq (7),

\[ w_1^Q = \left(\frac{0.4}{1}\right)^{0.5} - (0) = 0.632 \]

Similarly, \( w_2^Q = 0.205 \), \( w_3^Q = 0.112 \), \( w_4^Q = 0.051 \)

**Step 3:** In this step we assign linguistic terms to the documents (to deal with uncertainty) for each class \( C_i \), where \( i=1, \ldots, 4 \) as follows:

Let \( d = (d_1, d_2, \ldots, d_8) \) represents the set of relevant set of documents to our query, we choose the following linguistic scale to assign linguistic terms to documents on the basis of their order in each class by using following linguistic scale:

\[ S = \{ \text{EL} = \text{Extremely Low}, \text{VL} = \text{Very Low}, L = \text{Low}, M = \text{Medium}, H = \text{High}, VH = \text{Very High}, EH = \text{Extremely High} \} \]

We now construct a fuzzy linguistic ranking matrix \( (C_i)_{mn} \), where the diagonal elements in \( C_i \) are expressed as “M”, which means “medium”, and the other elements in \( C_i \) are taken from set \( S \) accordingly. This matrix contains importance relations of one document to another for each class.

For mathematical computation we represent each linguistic terms by trapezoidal fuzzy numbers to provide numerical values to linguistic terms as follows:

\[ \begin{array}{c}
EH = (0.7, 0.8, 0.9, 1), VH = (0.6, 0.7, 0.8, 0.9), H = (0.5, 0.6, 0.7, 0.8), M = (0.4, 0.5, 0.6, 0.7), L = (0.3, 0.4, 0.5, 0.6), VL = (0.2, 0.3, 0.4, 0.5), EL = (0.1, 0.2, 0.3, 0.4)
\end{array} \]

Where, \( EH > VH > H > M > L > VL > EL \).

**Figure 1:** Fuzzy linguistic ranking matrix for \( C_1 \) with Linguistic terms

Similarly for \( C_2, C_3 \) & \( C_4 \), Fig.1 shows preference of one document to another document.

Since these linguistic values are fuzzy values therefore we have to convert these values into crisp values (since these are argument values and these should be exact values). So for defuzzification, we apply center of gravity method (COG) [19].

\[ \text{For, } EH = \frac{0.7+0.8+0.9+1}{4} = 0.85 \]

Similarly, \( VH = 0.75, H = 0.65, M = 0.55, L = 0.45, VL = 0.35, EL = 0.25. \)

**Figure 2:** Fuzzy linguistic ranking matrix for \( C_1 \) with defuzzified crisp values

Fig. 2 shows the fuzzy linguistic ranking matrix for \( C_1 \) with defuzzified crisp values. Similarly, this matrix will be made for \( C_2 \) of dimension \( (5\times5) \), \( C_3 \) of dimension \( (7\times7) \) & \( C_4 \) of dimension \( (6\times6) \) according to number of documents produced by classes. Fuzzy linguistic ranking matrix \( (C_i)_{mn} \), for every class may be heterogeneous in dimension, because of unpredictable number of documents fetched by classes for any dynamic query.
Step 4: In this step we apply the proposed E-IOWA for aggregating the fuzzy linguistic ranking matrix for $C_i$, where $i = 1, \ldots, 4$. This is accomplished in two phase viz. aggregation phase and exploitation phase.

**Aggregation Phase:**

In aggregation phase, we calculate $\tilde{C}_i = C_i \times w_i^Q$ where $i = 1, \ldots, 4$. This matrix contains importance relations of documents to each other by defuzzified trapezoidal fuzzy numbers.

For class $C_1$:

$$\tilde{C}_1 = \begin{bmatrix} 0.55 & 0.45 & 0.65 & 0.35 & 0.45 \\ 0.65 & 0.55 & 0.65 & 0.45 & 0.45 \end{bmatrix} \times 0.632$$

Similarly, we find $\tilde{C}_2, \tilde{C}_3$ and $\tilde{C}_4$.

Next, we calculate the collective fuzzy linguistic ranking matrix for all relevant documents $(d_1, \ldots, d_8)$ respectively as follows:

$$C_1^j = [\tilde{C}_1] + [\tilde{C}_2] + [\tilde{C}_3] + [\tilde{C}_4]$$

**Exploitation Phase:**

In the exploitation phase, the weights associated with an aggregation of degree $n$ are obtained as follows:

$$w_j = Q\left(\frac{j}{n}\right) - Q\left(\frac{j-1}{n}\right) \quad \text{For } j = 1 \ldots n$$

Therefore we get $w_1, \ldots, w_n$ weights for $n$ documents. (where $n = 8$)

Using the fuzzy linguistic quantifier ‘most of’ ($\alpha = 0.5$), $Q(r) = r^\alpha$.

At this point, in order to select the ‘Best’ acceptable ranked list for the majority ($Q$) of the documents we apply simple weighted average process of OWA to the collective fuzzy linguistic ranking matrix.

$$F(a_1, a_2, \ldots, a_n) = w_1 \times b_1 + w_2 \times b_2 + \ldots + w_n \times b_n$$

Where $b_i$ is the $i^{th}$ largest element in the collection $(a_1, \ldots, a_n)$ and $(w_1, \ldots, w_n)$ are the OWA weight of all documents and here $(b_1, \ldots, b_n)$ are values of collective fuzzy linguistic ranking matrix in such a way:

$$d_1 = 0.43375 \times 0.3535 + 0.37565 \times 0.1464 + 0.51675 \times 0.0728 + 0.40665 \times 0.20605 + 0.32715 \times 0.25550 + 0.23775 \times 0.46360 + 0.1464 \times 0.6505 + 0.10095 \times 0.17625$$

Similarly, for $d_2, d_3, \ldots, d_8$.

Finally, we get a final ranked list of relevant documents:

$$d_8 > d_5 > d_3 > d_2 > d_1 > d_6 > d_4 > d_7$$

**VI. Simulation Framework And Result Discussion**

In our proposed system there is a requirement to track the HTML tags which contain query terms. For this purpose we have used Jsoup tool which shows all terms that contained by a HTML tag. Since our proposed concept of E-IOWA (Extended –Induced Ordered Weighted Averaging) basically use matrix operations, therefore we opted MATLAB to implement matrix manipulation. In this fashion we have implemented our system using Jsoup as a tool (jsoup: Java HTML Parser) and MATLAB as a programming language.

Jsoup: Java HTML Parser

Jsoup is a Java library for working with real-world HTML. It provides a very convenient API for extracting and manipulating data, using the best of DOM (document object model), CSS, and jQuery-like...
methods. Jsoup is an open source project distributed under the liberal MIT license. We use jsoup API and modified its source code to fetch URLs of relevant documents from Google search engine.

MATLAB R2010a is made to interact with the java program developed in Netbeans IDE, using MatlabControl Java API [20-24] and is used to evaluate the ranking of documents by applying Extended -IOWA operator. The result of aggregation has been achieved using MATLAB. Finally, the re-ordered result is echoed in implemented system interface.

Use jsoup API and modified its source code to fetch top ten results from Google search engine. Jsoup tool saves these results as URLs. Each fetched document is parsed by jsoup tool on the basis of HTML tag classes. For the query “how to connect wifi in windows 8”, we select seven URLs out of ten (Must be text/*, application/xml, or application/xhtml+xml) and parse them using jsoup tool. Fig. 4 shows result of jsoup tool as:

Matlab is mainly used for matrix manipulation and to support different matrix operations. Jsoup tool assigns different set of documents to all four classes on the basis of included tags that contain query terms. Afterward further computation is done by Matlab R2010a. Matlab R2010a generates Linguistic matrices for each class and performs all steps illustrated in section 5 and finally produces a final ranked list of relevant documents as shown in fig. 5.
The final result of proposed system has been represented by fig. 6 in the form of URLs.

Efficiency of proposed System:

In this presented work we have focused on some shortfalls of existing systems which deal with HTML web domain and we try to confiscate, thus proposed system have been given solutions of these shortfalls which prove our system efficient and superior to existing HTML web document retrieval systems as follows:

I. In HTML documents it is possible that a query term is present in only title tag (for example it may be composed in a rhetorical way) [11], however title tag is consider as a highest prioritize tag, so document that contain query term in title tag but not in any other tag (in other part of document) is kept first by IR system, which a not a efficient way of retrieval. So in the proposed system prioritizes tags and assigns fuzzy weights which show importance of each class.

II. Treating each tag independently is not an optimized way as represented in previous work [5] [3] therefore we divide HTML tags (most of all tags, which are responsible for text retrieval) into four number of classes that cover more number of HTML tags. Proposed system not only depends on term frequency to rank the documents, it also applies HTML tag priorities.

III. It is also possible that query terms are present in more than one tag (with different priorities) in same document and in more than one documents then how to merge all document weights and present in a final ranked result list proficiently, this problem is solved by proposed operator (Extended-Induced Ordered Averaging Operator) to aggregate all the document values.

IV. It has been proved [10] [16] [11]; that in comparison to Boolean model fuzzy logic deals with vagueness/uncertainty of information (Unlike the Boolean model that is based on binary decision criterion {relevant, not relevant}), fuzzy logic expresses relevance as degrees of memberships and gives more precise results, so in our proposed model we use fuzzy weights of tag classes and fuzzy trapezoidal numbers to assign importance of documents within classes.

In this presented work a final ranked list of relevant documents has been generated by applying E-IOWA. So we can compare this ranked list to Google ranked list which has been generated without applying E-IOWA. We have used Google search engine to retrieve top ten URLs because of its better efficiency among all other search engines [25-27]. For this comparison we use Kendall’s tau distance between proposed system ranked list and Google ranked list to measure efficiency of this implemented system. The Kendall tau rank distance is a metric that counts the number of pair-wise disagreements between two ranking lists [28-30]. The larger the distance, the more dissimilar the two lists are. Therefore, on the basis above theoretical points and Kendall Tau Distance we have proved efficiency of our proposed system as follows:

The Kendall tau rank distance deals with inverted pairs (i, j) of lists (l1, l2), in which i, j are in the opposite order in l1, l2. We have been used Kendall tau distance formula from (Desarkar et al. 2011) as:

\[
K_{ij}(l_1, l_2) = \frac{(d_1^2 + d_2^2)}{n^2}
\]  

Equation (13)

\[d_1 = \text{absolute rank distance between document } i \text{ and } j \text{ in ranked list } l_1 \]

\[d_2 = \text{absolute rank distance between document } i \text{ and } j \text{ in ranked list } l_2 \]

\[n = \text{Total number of documents in ranked lists } l_1, l_2 \]

The distance KTDistSq between two ranked lists is computed as the summation of distance of each inverted pair, calculated by eq. 13. We have two ranked list first one has been obtained by Google (without E-IOWA) and second one has been obtained from presented system (with E-IOWA):
A New Web Document Retrieval Method Using Extended-IOWA (Extended-Induced Ordered Averaging Order) which is used a new method for calculating order inducing variables in HTML web domain. Classification of HTML tags according to prioritization was proposed in this paper. We have defined E-IOWA (Extended-Induced Ordered Averaging Order) to handle the rank of all documents in a more efficient way.

In our work, we find that if query terms are present in more than one class in documents, then E-IOWA is able to aggregate the rank of all those documents in a more efficient way and present a final ranked list.

Now we have to calculate the distance between these two ranked lists. Here we have three inverted pairs (2.3) (4.5) (4.6) and n = 7 (total number of documents in list 1 and 2). Inverted pair weights for KTDispSq can be calculated as follow:

\[
(2,3) = \frac{1^2+1^2}{4 \times 7^2} = \frac{2}{196} = 0.01020
\]

Similarly for (2,5) & (4,6) inverted pair. Hence total distance KTDispSq between two lists is:

\[
(0.01020 + 0.02551 + 0.02551 = 0.06122)
\]

A value of 0.06122 indicates that ≈ 6.122% of pair differ in ordering between the two lists. The result shows that our method retrieves all most similar results as Google with 6.122% dissimilarity in HTML web document domain.

VII. Conclusion & Future Work

In this paper a new approach has been proposed for information retrieval of structured documents. The main attainment of this new approach is that through our approach, we are able to consider the possible dependencies among the fields that form the document structure. Additionally our model has employed classification of HTML tags according to priorities. We have defined E-IOWA (Extended-Induced Ordered Averaging Order) which is used a new method for calculating order inducing variables in HTML web domain. In our work we find that if query terms are present in more than one class in documents, then E-IOWA proposed by us in this paper is able to aggregate the rank of all those documents in more efficient way and present a final ranked list.

In future research, the present work may be extended to categorize and sort web documents according to semantics and synonyms of query terms to facilitate semantic scope of IR system.
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