Improving Fault Detection Capability Using Coverage Based Analysis

Sanyogita Chaturvedi1, A. Kulothungan2
1(Department Of Computer Science & Engineering,SRM University,India)  
2(Department Of Computer Science & Engineering(Asst. Professor),SRM University,India)

Abstract: A test suite for a system consists of several test cases and as the number of test cases is more, execution of all of these will take much time. If the number of test cases are reduced the execution time could be reduced. Moreover, if the execution of these is done in an ordered fashion it is observed to give an increased rate of fault detection. This can further be beneficial by providing feedback to system developers, improving fault fixing activity and thus, software delivery. The reduction of test cases can be done in several ways. But the scenario is different when functional dependencies exists between some test cases, that is, one test case is needed to be executed before another. In this paper, two test case reduction techniques will be presented which will be followed by using the dependency information from a test suite. The first reduction technique considers all of the test cases while the second one is applied on the rejected suite obtained after implementing the first technique. This work is actually based on the hypothesis that lesser number of test cases will reduce the execution time, provided that the reduced test suite contains cases which collectively will cover the testing of every statement in the source code. Existing dependencies between different tests represent the interaction in the system under test, and hence, execution of complex instructions earlier is supposed to increase the fault detection rate, compared to arbitrary or untreated test orderings. Thus, the dependency information could further be used for prioritization of the test cases.
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I. Introduction

The development of software systems involves a series of production activities where opportunities for injection of human fallibilities are enormous. Errors might occur at the very inception of the process where the objectives may be erroneously specified, as well as later design and development stages. Because of the very known human inability to perform and communicate with perfection, software development is accompanied by a quality assurance activity. Software testing is a critical element of software quality assurance and represents the ultimate review of specification, design, and code generation[3]. Testing presents an interesting anomaly for the software engineer. During earlier software engineering activities, the engineer attempts to build software from an abstract concept to a tangible product. Now comes testing. The engineer creates a series of test cases that are intended to "demolish" the software that has been built.

Testing is a process of executing a program with the intent of finding an error. A good test case is one that has a high probability of finding an undiscovered error and a successful test is one that uncovers an as-yet undiscovered error[3]. If testing is conducted successfully, it will succeed in covering errors in the software. As a secondary benefit, testing demonstrates that software functions appear to be working according to the specification, that behavioral and performance requirements appear to have been met. In addition, data collected when testing is conducted provide a good indication of software reliability and some indication of software quality as a whole. But testing does not show the absence of errors and defects, its objective is only that software errors and defects are present. It is very important to keep this statement in mind as testing is being conducted.

Each time a new module is added in the existing software as part of integration testing, the software changes. New data flow paths get established, new I/O may occur, and new control logic is invoked. These newly introduced modules may cause problems with functions that previously worked flawlessly. Regression testing is the re-execution of some subset of tests that have previously been conducted to ensure that changes have not propagated an unintended side effect. In a broader context, successful tests result in the discovery of errors, and errors must be corrected. Whenever software is corrected, it means that some aspect of the software configuration (the program, its documentation, or the data that support it) is changed. Regression testing is the activity that helps to ensure that the newly introduced changes (due to testing or for other reasons) do not introduce unintended behavior or additional errors.

The regression test suite (the subset of tests to be executed) contains three different classes of test cases:

- A representative sample of tests that will exercise all software functions.
- Additional tests that focus on software functions that are likely to be affected by the change.
Tests that focus on the software components that have been changed.

As integration testing proceeds, the number of regression tests can grow quite large. Therefore, the regression test suite should be designed to include only those tests that address one or more classes of errors in each of the major program functions. It is impractical and inefficient to re-execute every test for every program function once a change has occurred.

Software testing is the major process in software development life cycle. So more importance is given to the testing process. Due to the large size of code and complexity testing becomes a most tedious job. Whenever the modification is done in the software the testing process is repeated so we need to rerun all the test cases so that the time taken for the testing process is increased. Instead, we can give priority to the test cases and we can select the test cases depends upon the priority given to the test case. The priority is given depends upon the code coverage. There is many existing algorithm for performing test case prioritization and selection.

Retesting or Regression is the process of Repeating the Testing job with the same set of test cases and additional test cases that are generated after modification is done. Regression testing is used during the development phase and maintenance phase of a software product to assist software-testing activities and guarantee that quality is achieved through various releases of the software product. The Regression testing also called as Retesting which once again test the software with the existing test cases and the new test cases that is generated depending up on the change that is performed on the software. So that we are repeating the testing process by rerunning all the test cases. This will take extra time for testing.

Our major goal is to minimize the test suite so that the time required for the testing will be reduced. To perform Test Suite minimization, the amount of test cases is to be reduced by giving priority to the test cases that is present in the test suite. Certain Testing tools are available for performing regression testing. There are many algorithms used for test case prioritization such as greedy, additional greedy, hill climbing, Additional 2 Greedy Algorithm, Heuristic Algorithm and Genetic Algorithm. Each algorithm is having their own functionality. The algorithms will differ in terms of the performance.

To perform testing, a very important metric to be used is cyclomatic complexity. It is based on the number of decisions in a program. Its importance lies in the fact that it provides an indication of the amount of testing necessary to practically avoid defects. In other words, areas of codes identified as more complex are candidates for reviews and additional dynamic tests. While there are many ways to calculate cyclomatic complexity, the easiest way is to sum the number of binary decision statements (e.g. if, while, for, etc.) and add 1 to it.

Mathematically, the cyclomatic complexity of a structured program is defined with reference to the control flow of the program, a directed graph containing the basic blocks of the program, with an edge between two basic blocks if control may pass from the first to second. The complexity M is then defined as

\[ M = E - N + P \]

where,

- \( E \) = number of edges of the graph
- \( N \) = number of nodes of the graph
- \( P \) = number of connected components (exit nodes)

A strongly connected control flow graph is shown. This graph has 6 edges, 5 nodes and 1 connected component, so the cyclomatic complexity of the program is 6-5+1=2.

II. Literature Survey

The size of a test-suite has a direct impact on the effort and the costs of software testing. Common test-suite reduction techniques select subsets of test-suites that achieve given test requirements. Unfortunately, not only the test-suite size but also the fault detection ability is reduced as a consequence.
Software testing is a process which is known to consume a large part of the effort and resources involved in software development. Especially during regression testing, when software is re-tested after some modifications, the size of the test-suite has a large impact on the total costs. Therefore, the idea of test-suite reduction (also referred to as test-suite minimization) is to find a minimal subset of the test-suite that is sufficient to achieve the given test requirements. Various heuristics have been proposed to provide a minimal subset of the test-suite. These techniques can reduce the number of test-cases in a test-suite significantly.

CBR is one of the most popular and actively researched areas in the past used for test case reduction[2]. The researches done previously[4], [8], [16], [17] show that CBR has identical problems as same as software testing topic. In software testing field, particularly during regression testing activities, mainly researched issues are: (a) too many redundancy test cases after reduction process (b) a decrease of test cases’ ability to reveal faults and (c) uncontrollable grow of test cases. Meanwhile, the key research issues in CBR field are: (a) there are too many redundancy cases in the CBR system (b) a size of CBR system is continuously growing all the time and (c) existing CBR deletion algorithms take longer time to remove all redundancy cases in the CBR system. These issues in CBR field can be elaborated as follows: Fundamentally, there are four steps in the CBR system, which are: retrieve, reuse, revise and retain. These steps can lead to a serious problem of growing cases in the system which is not desirable. However, the study shows that there are many proposed techniques in order to control the number of cases in the CBR system, such as add algorithms, deletion algorithms and maintenance approaches. CBR have been investigated by CBR researchers in order to ensure that only a very small amount of efficient cases are stored in the case base while others are ignored.

Definition 1: Barry [4] defined the CBR as follows:

“Case-Based Reasoning is one of the Artificial Intelligence-based algorithms, which solve the problems by searching through the case storage for the most similar cases. CBR has to store their solved cases back to their memory or storage in order to learn from their experience.”

Another approach used for test case reduction proposes a novel technique where test-cases created with model-checker based techniques are transformed such that redundancy within the test-suite is avoided, and the overall size is reduced. As test-cases are not simply discarded, the impact on the fault sensitivity is minimal.

While performing redundancy based test case reduction it is said that a test-case contains redundancy if part of the test-case does not contribute to the fault detection ability[12]. The aim is to identify such redundancy, and also describe possibilities to reduce it. Intuitively, identical test-cases are redundant. For any two given test-cases t1, t2 such that t1 = t2, any fault that can be detected by t1 is also identifiable by t2 and vice versa, assuming the test-case execution framework assures identical preconditions for both tests. Similarly, the achieved coverage is identical for both t1 and t2 for any coverage criterion. Clearly, a test-suite does not need both t1 and t2 and thus one of the two could be ignored. The same consideration applies to two test-cases t1 and t2, where t1 is a prefix of t2. t1 is subsumed by t2, therefore any fault that can be detected by t1 is also detected by t2 (but not vice versa). In this case, t1 is redundant and is not needed in any test-suite that contains t2. In model-based testing it is common practice to discard subsumed and identical test-cases at test-case generation time [13].

III. Problem Description

3.1 Existing Problem

The reduction procedure used earlier are very simple and involve only a single technique through which reduction is done. However, following this method the resulting set of reduced test cases does not cover all the paths of the dependency graph for the given code.

Also, previous work on test case prioritization demonstrates that prioritization techniques are effective for improving rate of fault detection. However, these approaches do not consider test suites that contain functional dependencies between tests. Functional dependencies are the interactions and relationships among system functionality determining their run sequence. As test cases mirror this functionality, they also inherit these dependencies; therefore, executing some test cases requires executing other test cases first.

Such techniques which do not consider the existence of functional dependencies among test cases uses any order like breadth first search or random order for the prioritization of test cases.

Using these techniques the achieved fault detection rate is not high and so these prove to be inefficient as the main goal of a testing case prioritization is to find maximum number of faults in least possible time.

3.2 Proposed Solution

In this paper, we propose a new technique for test case reduction in which firstly we get a reduced set of test cases by a simple coverage based reduction method and further we take the rejected suite of test cases
from the coverage based method and perform a partial coverage based reduction. This finally gives a reduced set of test cases which collectively cover every path of the dependency graph and are then prioritized using an optimization technique.

Functional test case prioritization is based on the inherent structure of dependencies between tests, which we call dependency structure prioritization. Given that these dependencies reflect the dependencies of the system itself, it is proposed that ordering test executions based on the complexity of interactions between tests can increase the fault detection rate as compared with arbitrary test orderings. Our hypothesis is that, as a result, faults will be revealed earlier because scenarios containing more relationships are more complex and more fault prone.

IV. Proposed Technique

In the proposed technique, the entire processing is done following the design diagram given below. The diagram shows a two step reduction technique which firstly takes as input, the source code and all the test cases generated for the function and then performs a coverage based test case reduction. Another step is to perform partial coverage based reduction which gives the final reduced test suite.

After the completion of both the processes, lastly the dependency structure of the function is taken which is used to find the dependency between test cases of the reduced suite for each path in the dependency graph.

4.1 Proposed Methodology

In this paper, we will take a source code which is a small function performing few simple operations. Then the coverage area for the source code is found. The source code takes few inputs on which it works and different combinations of the inputs make several test cases i.e., test case generation process. Now, as the total number of test cases is large, we need to reduce them which is done using a simple coverage based reduction method. The process will give a reduced suite of test cases but these do not cover every path of the dependency graph of the source code.

Hence we consider the rejected test suite and again perform reduction using the partial coverage based technique. The partial coverage method basically considers every test case from the rejected suite of test cases with one input value missing from it and the statement covered is calculated. Then we finally get a reduced set of test cases. Further, the dependency structure for the function f1 is drawn and dependency between test cases is observed for all paths.

4.2 Design Diagram

![Design Diagram](Fig 2 Design Diagram)
Algorithm 4.1 Coverage Based Test Case Reduction:
1. Reduced test suite, T=∅
2. while(∃ Ti != ∅)
3. { for ti= 1 to n
   t=∅
4. { for j=1 to n
5. { if val[j]=1
6. Ti= {t U s[j] ; if ¬seen(Ti)
    { t ; otherwise
8. T=T U max T
9. if(Ti=max T || Ti Є T)
10. Ti=seen(Ti)
11. Goto 2}

where ti = test cases {1….n}
   j = statement no.

Algorithm 4.2 Partial Coverage Based Test Case Reduction:
1. Reduced test suit, T=∅
2. For i=1 to n
3. { t=∅, #a[i][j]=0,sum[i]=0
4. For j=1 to 3
5. { for k= 1 to m
6. { if val[k]=1
7. a[i][j]=t U s[j]
8. #a[i][j]= #a[i][j]+1
9. sum[i]=sum[i]+a[i][j]
10. while(t<n)
11. { ¬seen sum[i],find max {sum[i]}
12. T=T U max{sum[i]}
13. Max {sum[i]}=seen
14. t++

V. Case Study

In this paper, a small function is taken that performs simple operations. The source code needs three input values from the user. Here, it is explained how the proposed algorithm works on the source code taken. The source code is given below:

```c
f1(A,B,C)
{
    Int v=9; val[]=0;…….(1)
    val[1]=1;
    if(A<=V) …………..(2)
    val[2]=1;
    V=A+V; ………….(3)
    val[3]=1;
    else
    V=A-V; ………….(4)
    val[4]=1;
    if(B<=V) …………..(5)
    val[5]=1;
    B=B+V; …………..(6)
    val[6]=1;
    if(B>5) …………..(7)
```
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val[7]=1;
printf("B");…………..(8)
val[8]=1;
if(C<V)  ……………..(9)
val[9]=1;
C=C+2;  ……………..(10)
val[10]=1;
else
   C=C+V;  ……………..(11)
if(C<8)  ……………..(12)
printf("C");
val[12]=1;

In the source code, after every statement val[ ] is assigned as 1 which means that whenever a statement gets executed the value will be 1 and hence it could easily found out whether a test case executes a statement or not. The algorithms given uses this for its calculation of reduced suite.

5.1 Test Case Generation
Different inputs for the source code are taken which collectively form the test suite. The variables in the function f1 are A, B and C. These are provided with three different inputs and so combination of all make 27 different test cases. Values taken for the variables are:
A={2,5,10}
B={6,3,2}
C={4,8,9}

Test case t1: A=2,B=6,C=4
t2 : A=2,B=6,C=8
and so on

5.2 Coverage Based Test Case Reduction
Taking the inputs as explained in previous section there are 27 different cases. Execution of these many test cases will take much time and so we need to reduce this number so that execution time could be reduced. But it has to be kept in mind that all the statements in the function are being executed by the reduced number of test cases.

The reduction is performed in several steps. Firstly, corresponding test suits for every statement is obtained. This test suit is actually the set of test cases executing the particular statement. Test suit for few statements are given below:
S1:{t1,t2,t3,t4,t5,t6,t7,t8,t9,t10,t11,t12,t13,t14,t15,t16,t17,t18,t19,t20,t21,t22,t23,t24,t25,t26,t27}
S2:{t1,t2,t3,t4,t5,t6,t7,t8,t9,t10,t11,t12,t13,t14,t15,t16,t17,t18}
S3:{t1,t2,t3,t4,t5,t6,t7,t8,t9,t10,t11,t12,t13,t14,t15,t16,t17,t18}
S4:{ t18,t19,t20,t21,t22,t23,t24,t25,t26,t27}

Now, for every test case the list of statements it is executing is obtained. For ex:
t1: {s1,s2,s3,s5,s6,s7,s8,s9,s10}
t2: {s1,s2,s3,s5,s6,s7,s8,s9,s10}
t3: {s1,s2,s3,s5,s6,s7,s8,s9,s11,s12}

This gives the weight of the test cases i.e, the no. of statements each test case is executing.the test case executing maximum number of statements is included in the reduced test suit list.If more than one test case execute maximum no. of statements then one of those is taken and rest are ignored. Repeating the procedure , the reduced test suit is obtained which together execute all the statements of the function f1. The reduced suit obtained is:

T={t1,t3,t19}
All the remaining test cases are added in the rejected test suit [R].
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5.3 Partial Coverage Based Reduction

The reduced test suit obtained few no. of test cases but these are not able to cover all the paths of the dependency graph drawn for the function. To solve the issue more no. of test cases are generated using the rejected suit of test cases obtained from the previous section. This is done by taking the test cases from R and assigning one of the three variables a null value. When done for every variable, a single test case gives three new test cases with one variable missing in each case. This is shown below:

For t2:

\[ t_{2,1}: A=2, B=6, C=x \]
\[ t_{2,2}: A=2, B=x, C=8 \]
\[ t_{2,3}: A=x, B=6, C=8 \]

similarly for t4:

\[ t_{4,1}: A=2, B=3, C=x \]
\[ t_{4,2}: A=2, B=x, C=4 \]
\[ t_{4,3}: A=x, B=3, C=4 \]

and so on.

This way several new test cases are generated from the previously existing cases in the rejected suit. Now every test case newly obtained is calculated for the number of statements it is executing. For the subsets of t2 and t4, no. of statements being executed are:

\[ t_{2}=(t_{2,1}+t_{2,2}+t_{2,3}) = 7+5+7 = 19 \]
\[ t_{4}=(t_{4,1}+t_{4,2}+t_{4,3}) = 7+6+8 = 21 \]

Shown above is the calculation only for two of the test cases from the rejected suit. Similarly all of the test cases are processed and later the test case with highest value is added to the reduced test suit. Again ignoring the previously selected test case, case with highest value is added to the reduced suit.

Finally the reduced test suit becomes:

\[ T=\{t_{1}, t_{3}, t_{4}, t_{19}, t_{27}\} \]

For the given source code, dependency structure is drawn which shows which statement within the function is dependent on any other statement.

5.5 Finding Dependent test cases for each path

In this section, the test cases are observed for having dependency, following a particular path. This gives the idea for which test case is highly dependent on other test cases and also about which path within the dependency structure contains higher no. of dependencies. The purpose behind this is to perform proper ordering of the test cases for their execution. The dependency structure for the code is drawn.
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Fig 3 Dependency Graph

Path i: 1 → 2 → 3
Path ii: 1 → 2 → 4
Path iii: 1 → 2 → 5 → 6 → 7 → 8
Path iv: 1 → 9 → 10
Path v: 1 → 9 → 11 → 12

Path followed by test case t1 is Path i, iii & iv
Path followed by test case t3 is Path i, iii & v
Path followed by test case t4 is Path i, iii & v
Path followed by test case t19 is Path ii, iii & iv
Path followed by test case t27 is Path ii, iii & v

VI. Conclusion and Future Work

In this paper, a new technique for reduction of test cases in a test suite has been defined. The technique is basically a two step process where in first step all the existing number of test cases are considered and then a reduced test suite is formed containing few of the test cases initially taken while all the remaining test cases are grouped under the rejected suite. Further, in the second step, the rejected suite of cases is taken and a reduction procedure is applied which adds few more test cases in reduced suite formed in first step. The resulting test suite finally contains minimum number of test cases which are needed to be executed and collectively execute all of the statements in the source code. Also they cover all the paths of the dependency graph drawn for the source code. This implies that the source code, if tested using the cases obtained in reduced test suite, will give all the existing errors.

Further, we plan to use the dependency information extracted lastly which tells about the dependency existing between the test cases in a path for the prioritization of the test cases for their execution. The ordering of test cases if done using the dependency information is expected to give an increased rate of fault detection. The dependencies between tests represent the interaction in the system under test and executing complex interactions earlier is likely to increase the fault detection rate, compared to arbitrary test orderings [11],[18].
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