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Abstract: Traffic classification is an automated process which categorizes computer network traffic according 

to various into a number of traffic classes. In this paper we are comparing different traffic classification 

methods and also presents an automated packet classification and layer identification to improve classification 

performance when few training data is available. In this we are grouping the similar flows and classifying it by 

using a classifier combination framework. We are aggregating naive Bayes (NB) predictions of the correlated 

flows. In this we are finding the denial of service (DOS) attack and also we are identifying which all 

applications are running in the systems which connected in that network. We are identifying the applications 

based on their port number. 
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I. Introduction 
Traffic classification describes methods of classifying traffic based on features passively observed in 

the traffic, and according to specific classification goals. Traffic classification is an automated process which 

categorizes computer network traffic according to various parameters for example, based on port 

number  or protocol into a number of traffic classes.  Accurate network traffic classification is fundamental to 

numerous network activities, from security monitoring to accounting, and from Quality of Service to providing 

operators with useful forecasts for long-term provisioning. Real-time traffic classification has the potential to 

solve difficult network management problems for Internet service providers and their equipment vendors. 

Network operators need to know what is flowing over their networks promptly so they can react quickly in 

support of their various business goals. 

Traditional traffic classification techniques may rely on the port numbers specified by different 

applications or the signature strings in the payload of IP packets. This cannot be supported due to dynamic port 

numbers and it may affect users’ privacy policy. It is a big challenge for current network management is to 

handle a large number of emerging applications, where it is almost impossible to collect sufficient training 

samples in a limited time. In a complex network situation it is difficult to obtain a high performance using small 

set of training data.  Traffic labeling is also time consuming for new and encrypted applications. The objective 

of this paper is it presents a novel traffic classification scheme to improve classification performance when few 

training data are available. In the proposed scheme, traffic flows are described using the discretized statistical 

features and flow correlation information is modeled by bag-of-flow [1]. 

The remainder of the paper is structured as follows. Section II reviews some related works. The traffic 

classification scheme is proposed in Section III. Finally, the paper is concluded in Section V. 

 

II. Related Work 
Classifying traffic flows according to the applications that generate them is an important task for 

effective network planning and design, and monitoring the trends of the applications in operational networks. 

However, an accurate method that can reliably identify the generating application of a flow is still to be 

developed. Blinc is based on observing and identifying patterns of host behavior at the transport layer.  Approach 

has two important features.  First, it operates in the dark, having no access to user payload is possible, well-

known p o r t  numbers cannot be assumed to indicate the application reliably, and only u s e  t h e  information 

that current flow collectors  

provide. These restrictions respect privacy, technological and practical constraints. Second, it can be 

tuned to balance the accuracy of the classification versus the number of successfully classified traffic flows [2]. 

Disadvantage of BLINC is it cannot identify specific application sub-types this technique is capable of 

identifying the type of an application but may not be able to identify distinct applications. Another 

disadvantage is that of encrypted transport layer headers layer-3 packet headers be also encrypted, methodology 

cannot function. Also network address translators have to handle most cases. 

Another approach is to apply a Naive Bayes estimator to categorize traffic by application. This approach 

capitalizes on hand-classified network data, using it as input to a supervised Naive Bayes estimator. In this it 
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illustrate the high level of accuracy achievable with the Naive Bayes estimator. Accurate network traffic 

classification is fundamental to numerous network activities, from security monitoring to accounting, and from 

Quality of Service to providing operators with useful forecasts for long-term provisioning. Supervised Machine-

Learning is used to classify network traffic. Supervised learning is machine learning task of inferring 

a function from a labeled training data. Uniquely, data that has been hand-classified based upon flow 

content to one of a number of categories. Sets of data consisting of the hand-assigned category combined with 

descriptions of the classified flows are used to train the classifier [3]. The disadvantages of this work are there is 

no best possible discriminator and lack of feature discretization. 

The task of identifying the optimal set of flow attributes that minimizes the processing cost, while 

maximizing the classification accuracy. The dynamic classification and identification of network applications 

responsible for network traffic flows offers substantial benefits to a number of key areas in IP network 

engineering, management and surveillance. This proposes a novel method for traffic classification and 

application identification using an unsupervised machine learning technique. Flows are automatically classified 

based on statistical flow characteristics. Evaluate the efficiency of approach using data from several traffic 

traces collected at different locations of the Internet. Use feature selection to find an optimal feature set and 

determines the influence of different features [4]. The main disadvantage is that the accuracy is only 86%. 

Another one is quantify the performance in terms of processing time and memory consumption and to 

investigate the trade-off between the approach’s accuracy and processing overhead. 

Laurent et al. [5] propose a technique that relies on the observation of the first five packets of a TCP 

connection to identify the application. The early detection of the applications associated with TCP flows is an 

essential step for network security and traffic engineering. Enterprise or campus networks usually impose a set 

of rules for users to access the network in order to protect network resources and enforce institutional policies 

for instance, no sharing of music files or gaming. This leaves network administrators with the daunting task of 

identifying the application associated with a traffic flow on the fly and controlling user’s traffic when needed. 

Therefore, accurate classification is essential. The main disadvantage of this method is that if the packet is 

received out of order it cannot be processed. 

A flow classification mechanism based on three simple properties of the captured IP packets: their size, 

inter-arrival time and arrival order, Traffic classification mechanisms belongs to a wide set of tools That helps 

the allocation, control and management of resources  in TCP/IP networks, and improve the reliability of 

Network Intrusion  Detection Systems. An effective mechanism for the classification of the traffic flows 

according to the application layer protocols that generated them can suggest suitable measures to prevent or 

ease network congestion, to deploy QoS–aware mechanisms successfully, or to counter network attacks. This 

approach belongs to yet another class of techniques, those which try to classify network traffic relying 

exclusively on the statistical properties of the flows [6].  The main disadvantage of this approach is  

that data has to be trained and also the accuracy.  The technique can determine with a relatively 

small error ratio the application protocol behind network flows, at least with a reduced set of protocols, 

when the classifier has been properly trained. 

The table 2.1 shows the comparison of traffic classification methods. It includes adaptability, Real-time 

classification, weather it is able to classify the flows in progress and detectability. Adaptability refers to weather the 

approach is adaptive to changing or different traffic characteristics. Detectability means detection ability of new or 

anomalous applications. Real time classification indicates weather it is possible to classify in real time and to 

classify the traffic as it comes is denoted by classify the flows in progress. 

 

Method Adaptability 
Real-time 

Classification 

Classify flows in 

progress 
Detectability 

Blinc Retuning needed No Not Addressed  Yes 

Bayesian Analysis 

Technique 
May need to retrain No Yes No 

Automated Traffic 

Classification 
May need to retrain NA NA Yes 

Traffic Classification 

On The Fly 
No  No Yes No 

Statistical 

Fingerprinting 
No Yes Yes No 

Table 2.1: Comparison of traffic classification methods 

 

III. Classification Scheme 
This section presents a novel NB-based classification scheme to deal with the correlated flows in an 

effective way, which can significantly improve the classification performance even with a small set of 

supervised training data. Also detecting the Dos packets and identifying the application running in the systems 

in the network. 
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A. Naive bayes predictions: A Naive Bayes classifier is a simple probabilistic classifier based on applying 

Bayes therom with strong independence assumptions. A more descriptive term for the underlying probability 

model would be independent feature model. Naive Bayes belongs to a group of statistical techniques that are 

called supervised classification as opposed to unsupervised classification.  In simple terms, a naive Bayes 

classifier assumes that the presence or absence of a particular feature of a class is unrelated to the presence or 

absence of any other feature, given the class variable.  Depending on the precise nature of the probability 

model, naive Bayes classifiers can be trained very efficiently in a supervised learning setting. In many practical 

applications, parameter estimation for naive Bayes models uses the method of maximum likelihood, in other 

words, one can work with the naive Bayes model without believing in Bayesian probability or using any 

Bayesian methods. 

B. Classification process: The classification process focus on flow-level traffic classification. In the 

preprocessing, the system captures IP packets crossing a target network and constructs traffic flows by 

checking the headers of IP packets. A flow consists of successive IP packets with the same 5-tuple: source 

IP, source port, destination IP, destination port, and transport layer protocol. Apply a heuristic way to 

determine the correlated flows and model them using bag-of-flows. If the flows observed in a certain period 

of time share the same destination IP, destination port, and transport layer protocol, they are determined as 

correlated flows and form a BoF. For the classification purpose, a set of flow statistical features are 

extracted and discretized to represent traffic flows. A novel approach is proposed for traffic classification, 

namely aggregation of correlated NB predictions, which consists of two steps. In the first step, the single NB 

predictor produces the posteriori class-conditional probabilities for each flow. In the second step, the 

aggregated predictor aggregates the flow predictions posteriori probabilities to determine the final class for 

BoF. 

C. A bof-based classification framework: In the proposed scheme, a set of correlated flows are generated by 

the same application, which is modeled using a bag of flows, X={x1,…..,xb}. Since the flows,x1,…..,xb , belong 

to the same application-based class, such correlation information can be utilized to improve the classification 

results. Therefore, aim to aggregate the individual predictions of the correlated flows so as to conduct more 

accurate classification. The research shows that the goal can be achieved by following the approach of classifier 

combination. The BoF-based classification can be fitted into Kittler’s theoretical framework for classifier 

combination. The classifiers are combined to form the aggregated predictor, which improves the classification 

accuracy. 

D. Aggregation of correlated nb predictions: The simple predictor is unstable due to a small set of training 

data. The main aim of this method is to classify the traffic with fewer amounts of data. So, the aggregation of 

correlated flow predictions can improve the performance to generate the aggregated predictor. BoF-based 

traffic classification is solved by aggregating correlated NB predictions. That is we get more accurate results 

while doing the internet traffic classification. In this we are using single NB predictor and aggregated NB 

predictor  

Single NB Predictor: NB algorithm to produce a set of posterior probabilities as predictions for each testing 

flow. It is different to the conventional NB classifier which directly assigns a testing flow to a class with the 

maximum posterior probability. Considering correlated flows, the predictions of multiple flows will be 

aggregated to make a final prediction. Naive Bayes classifier is chosen for this scheme due to two reasons. 

Firstly, it has demonstrated high classification speed and good performance using the discretized statistical 

features in traffic classification. Secondly, it is easy for naive Bayes classifier to produce the posterior 

probability that a testing flow belongs to a traffic class. 

Aggregated Predictor: Under Kittler’s theoretical framework, a number of combination methods can be derived 

from the Bayesian decision theory which can be used for aggregated predictor. Use sum rule to aggregate the 

classifiers. In this approach, BoF-based NB, to aggregate correlated NB predictions in this work, which results 

in a more accurate aggregated predictor for traffic classification. 

E. Dos detuction and identifying applications: Here we are detecting the dos packets. The server will respond 

all the packets which are coming to it. So the hacker or intruder who wants to decrease the efficiency of the 

server will send dummy packets, which contains no information. So to avoid that we are setting a threshold 

value and if the value of the packet is greater than the threshold we are marking it has attack packet. We can 

also identify the applications which are running in the systems which are connected to this network. This is 

based on the port number. According to the port number we are identifying which application is running.  

The Fig 3.2 shows the choose devise and options window. This window will appear first when we run the 

program. We are selecting the type of connection through this window. Also we can specify whether we need 

full packet or only the header or the size of data we want to retrieve. We have to mark the promiscuous mode 

because normally a network interface will only receive packets directly addressed to the interface. Promiscuous 

mode allows the interface to receive all packets that it sees weather they are addressed to the interface or not. 

 

http://en.wikipedia.org/wiki/Supervised_learning
http://en.wikipedia.org/wiki/Maximum_likelihood
http://en.wikipedia.org/wiki/Bayesian_probability
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Fig3.1 Choose Devise and Options 

 

The Fig3.1 shows the classification window. In the figure the protocol distribution describes the 

classification of received packets. In this the packets are classified as tcp packet, udp packets and others. The 

result of classification is also shown in the form of a pie graph. The packet distribution shows that  the 

classification of packets according to their size. That is we are grouping the packets to different groups 

according to their sizes. result of classification is also shown in the form of a pie graph. In the calculation 

window it showing the value obtained after calculating. To detect weather the incoming packet is a normal 

packet or an attack packet. The result window shows the type of incoming packet. That is weather the incoming 

packet is attack or not. 

 

 
Fig4.1Classification window 

 

IV. Conclusion 
This traffic classification scheme can effectively improve the classification performance and also it can 

detect the dos packets and identify the applications that generate them. We are finding the Dos packets based on 

the threshold value calculated and identifying the applications based on the port numbers that generate them. 

This method gives solution to high performance traffic classification without time consuming. 
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