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Abstract:Image Processing is an advancement in the Signal processing domain where the input is an image or 

video and output can be image, video or in any other forms. With daily advances in Human-Computer 

interaction, Image Processing, along with computer vision has become an integral part of any intelligent system. 

They are mainly based on the workings of the visual perception function of the human brain. As such most of 

the algorithms are designed based around this central concept. The major application of Computer Vision is in 

the field of intelligent machines and robotic visions, where machines are made intelligent by being able to sense 

their surrounding visually and optimize themselves accordingly. In case of robots, through computer vision, they 

are made capable of sensing their surroundings, just like a human. 

Index Terms: Image processing,GUI, Object Tracking, Face Tracking, Edge Detection. 

  

I.    Introduction 
In Image Processing or Computer Vision, the basic idea is to mimic the human visual perception 

powers and try to find the mathematic models behind them [1] [2] [3]. Having achieved this, the next challenge 

is to implement these models into viable real world systems and applications. In this paper, we try and 

implement object detection & tracking along with Face Detection and tracking in real-time.We first start off 

with detecting and tracking of objects and gradually expand this system to controlling a real world object, here 

the iRobot Create. Though multiple algorithms have been developed for detecting objects, we have decided to 

base our approach on the Colour based segmentation. Through this we detect an object and its centroid and over 

the course of multiple frames, track it, based on its colour. We then further expand and apply the findings to 

real-world systems (Arduino and iRobot Create) and end up with the ability to control, wirelessly. We then 

develop the system further to allow us to have complete control of the robot as the user tend to change its 

position the robot moves simultaneously in that direction. 
We then moved onto Computer Vision wherein we implemented the Face Detection and tracking using 

the highly efficient Viola-Jones [4] [5] Algorithm. For the tracking part, we first detected the face and based on 

that and the skin tone information of the nose, which is the only part of the face having the least number of 

background pixels; we implemented a CAMShift [6] algorithm to track the face over time. After the initial 

findings, we expanded the system to be capable of detecting and tracking multiple faces.  

Lastly, we have gathered and implemented all our findings and systems in a unified GUI [7] in order to give the 

user a graphical user interfacefor ease of accessibility of the advanced functions.  

 

II.    GUI for Manipulating Images 
GUI (Graphical User Interface) is a very popular Point-and-click control of a software application; it is 

a well-known design environment which is very effective as the user does not need to know the programing 

language (in which the software was built) in order to use the software. Thus, GUI is such an interface that can 

literally be handled by anybody. In this article, we are going to discuss about a GUI which we have created in 

the MATLAB‟s Graphics User Interface (GUI) environment and we will also discuss briefly how to make such 

a GUI in MATLAB environment. This GUI design is all about the editing of pictures. The overview of this GUI 

is given below but before that the procedure to make a GUI is mentioned below, in a nutshell.  

2.1:Making a GUI in MATLAB – In MATLAB, There are vividly four kind of way to make a GUI, 

namely Basic Graphics, Animation, Handle Graphics Objects and Creation of GUI using Guide. Here we will be 
demonstrating about the GUI creation by using „GUIDE‟ command. This is a command which will fetch us to a 

window to make a new GUI or to open any existing GUI. Let us make a curt demonstration to make anew GUI.  
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Below in figure 1 is a chart about the various ways of making GUI in MATLAB: 

 
Figure1: Basic ways to implement a GUI 

 

Here, we are going to use the last one i.e. „Creating GUI using GUIDE‟ to make a new one. There are some 

typical steps involved in the process of making a GUI. The diagram shown below demarcatesthose typical steps 

which are to be followed: 

 
Figure 2: Basic steps to make one GUI by using GUIDE in MATLAB 

 
Now, let us illustrate what these steps really mean. At first, the Step is “Designing the GUI”. Here user must 

have a clear mental picture of what he or she is going to design and accordingly the user must start the design 

right away. Next comes “Laying out the GUI” [8] [9]. In this step the user will create a layout of his or her 

preferred design of the GUI in the Layout Editor. Then comes the “Programming the GUI”. Now, in this step 

user must create some logic for their own preferences and accordingly write that logic in the programing 

language of MATLAB. The last step which is “Saving & Running the GUI”. Now, there is one thing that is to 

be remembered at the time of making a GUI that the design that the user will do in the Layout Editor will be 

shown as the external interface and there are buttons, sliders and many more things that can be incorporated in 

the Design. These various buttons are available on the due left corner of the Layout Editor. The user of the GUI 

will not use any programming language to make any particular button active. Instead, the programming should 

be under the title of the Button such that when the Button is pressed, it commands MATLAB to run the program 

which is written under that function. 
 

2.2 :Details - about the GUI-We have used several functions and operations in our design. Firstly there are 

few buttons (technically known as Push Button) available at the top left corner of our design, namely „Resize‟ 

(to resize an image to users desired resolution), Noise, Image adjust, Rotate, Blend etc. The operations that we 

have incorporated in our design are Morphological Operation, Image Segmentation etc. Here few of them are 

discussed in the sense of giving an idea about what these functions are and what they do. Firstly we have shown 

a screen shot of our design below.In this design we have shown the tweaking of the Red, Green and Blue 

(technically known as RGB) values of a sample image (left), and the result image (right).  

 

 
Figure 3: The GUI design at the time of real time RGB value tweaking operation on  images 
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Next is the „Blend‟ Pushbutton. This is a button by clicking which we can add any two kinds (resolution wise) 

of picture over one and another, i.e. they get merged up together. First the user has to load one picture to the 

GUI main frame and this will be assigned as the 1st image, on which a second image will be blended. Then 

he/she can press this button so that a window will appear to load another image. We have designed this function 

in such a way that when the image is not equal in dimension with the first one, then firstly the resizing of image 

will be done according to the resolution of the first image and then the merging operation will be done. Here two 

distinct images and their blended form are shown below. 

 

 
Figure4: The Blend Operation  

 
Another very useful feature of Image Processing that has been integrated in our GUI,is the ability to find edges 

in a given image [10]. This functionality is widely used in many Computer vision techniques. As such there are 

multiple algorithms that are used for finding edges. In our GUI, we have included most of the available 

algorithm. But during our workings, we found that since the algorithms work only with Black & White images, 

there is a considerable amount of information loss when we need to find edges from a real world or color image, 

as it is converted to the Black & White image. In order to reduce this information loss, we have implemented a 

simple new algorithm, based on the original algorithms, to find edges for color images, as shown in the flow 

diagram (Figure 5). As can be seen from Figure 6: edges of objects that were lost in the general approach are 

quite visible through the new approach. The weakest edges are denoted by Red, followed by Green & Blue. The 

most prominent edges are marked with white. These can be used or discarded (Figure 8) as required, by a simple 

thresh-holding on the component. 
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Figure 5: Proposed Algorithm of the new Edge Detection 

 
Figure 6: Original Color Image 

 
Figure7: (left) Result after normal Edge Detection (Canny) (right) Result after the new Edge Detection 

algorithm 

 
Figure 8: Applying thresholding after the new Edge Detection algorithm to discard the weak edges 

 

III.    Image Processing 

3.1: Object Detection & Tracking- Like any living things, in order to track an object, we first need to identify 

and detect that object. There are many approaches to this. We base our approach on the colour of the object. For 
this, we first initialize the camera, the primary input of our processing system, to start grabbing images and return 

it in the RGB colour space. Once this is done, we then set up a loop that iterate through each frame of the input 

stream, since a video is essentially a stream of still images. With each of these grabbed frames, we first convert 

them to grey scale & then we segment the colour channel from it. After this we apply filters to remove the noise 

& hence minimize errors due to external conditions. Having done this, we find the area of the objects, which are 

now only the objects with the required colours. Once done, we obtain an array containing descriptions of the 

centroid and area of all the objects with the desired colour. We then use this array to draw a box around the 

detected object(s). Since we are finding the centroid for the objects in every frame, the object is tracked along 

with its motion over the entire duration of the stream. 
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Figure 9: Proposed scheme for Object detection & tracking 

 

 
 

Figure 10: Objects being detected & tracked 
 

3.2:  Object Based Control- Once we are able to detect and track an object, we can easily use the data so 

obtained to control real world systems. For the preliminary stage, we chose a basic Arduino board with an LED. 

The idea was to make a LED light up when it was in a given range on the X-Y axis and turn off when it went 

out of the range. We used the differential of the previous and present coordinates of the centroid of the tracked 

object. By analysing the result from this operation we can detect whether object was moved to the left or right or 
to the top or bottom. For example if the difference in the X Axis was greater than the Y Axis, then we can surely 

say that the object was moved in the X-Axis & vice-versa. A value within a small threshold is ignored in order 

to prevent the system from becoming too sensitive to motion and thus responding to even slight hand jerks. 

 

3.3: Object Based control of iRobot – Once the control algorithm has been tested; we applied the findings to 

control iRobot over a Bluetooth Access Module (BAM), which gives us a huge range of wireless operability. 

Just like with the arduino board, we detected the motion using the same algorithm (figure 11) and for movement 

along Y-Axis, we made it turn clockwise/anti-clockwise, while for X-Axis, we made it go forward and 

backward, thus detecting 2-D movement of the object. We then further expanded the dimension of the iRobot 
movement by tracking the area too. If the area increases, then the object is coming closer to the camera, while 

the decrease signifies the object moving away from the camera in the Z-Axis. With this in mind we made the 

iRobot back away when the object moved closer and come closer when the object moved away from the camera, 

thus allowing a 3-D motion control of the iRobot. 

 

 
Figure 11: Proposed scheme for controlling iRobot through Object Detection 

 

GRAB IMAGE & RETURN TO RGB SPACE 

CONVERT TO GRAY SCALE 

SUBTRACT FROM REQUIRED COLOUR CHANNEL 

APPLLY FILTERS 

FIND AREA AND OBJECT CENTROID 
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   3.4:  Object Motion Mimicking – After controlling the iRobot in three  dimensions, we further expanded 

the capability by making the robot mimic the object‟s movement, thus freeing it from rigid straight line 

movements. As such, the robot‟s movement follows the pattern that is plotted by the movement of the object. 

The basic idea behind the algorithm is that we can describe each movement in a Cartesian plane with 

coordinates & when it is translated to the real world, it can be described by the change of angle along with 

forward, backward or sideways movements. Thus, like the previous algorithm, we detect which direction the 

object is moving and along with that we also calculate the angle at which the object is moved. This can be easily 

found by calculating the slope between the two points of the centroid and normalizing it to a value between π to 
–π degrees. Like before we also keep a threshold here to ignore the unwanted jerks of the hands. We then make 

the iRobot turn the calculated angle along with the direction of the movement, thus mimicking the motion of the 

object in the real world. 

 

3.5 :Following a map – From all these, we also observed that we can make the iRobot follow a map or pattern 

in the real world based on a map or pattern drawn as an image. The basic idea is that like the mimicking 

algorithm, the iRobot will follow a pattern, but instead of the input being from the object‟s movement, it will be 
a pre-drawn pattern in a binary image. Another zero initialized matrix (reference) with the same dimension as 

the image is maintained to track looping. The algorithm is such that, from the starting point, the program will 

sample its next pixel, which can be in front or to the sides. If the one of the pixels is set as 1 and the 

corresponding pixel is not set as 1 in the reference, then the iRobot will move in that direction. When the iRobot 

moves, it updates the corresponding pixel in the reference too. The entire process is repeated until the end of the 

map is found (when there are no more pixels to move forward to) or the pixel which has already been traversed 

(using the reference) is met. If the robot encounters a cross-section (overlapping of path), it randomly decides on 

a direction and updates. The next time it comes, due to the reference being updated, it will only have one way to 

go. Thus the robot is made to follow a given map/pattern even with loops. The algorithm was further expanded 

by making the reference increase the weights it deposits on a traversed path, like an ant. This can track the 

number of loop the robot is required to perform. Also, a scale factor is kept for the map to real world distance 
scaling. This factor can be tweaked to indicate how much distance of the real world each pixel should designate. 

 

lV.   Face Detection 

4.1: Viola-Jones Algorithm -In 2001, Paul Viola and Michael Jones proposed a framework for an algorithm 

called the Viola-Jones algorithmthat used a variant of Adaboost, Haar Features and Integral Image to detect 

faces in any given image. This algorithm can also be used to detect other parts of the face like eyes, nose, upper 

body, etc. Although this algorithm was motivated by the problem of Face Detection, it is capable of being used 
as an object detector and hence this algorithm can be trained to detect a wide variety of objects too.  

 
4.2: Methodology - We have used Viola-Jones algorithm forfacedetection to implement a real time face 

detection system. As illustrated in the flow chart in Figure12, we first initialize the cascade object detector to 
detect a face. There are various ways to detect a face using the Viola-Jones algorithm. The algorithm can be 

initialized to detect different parts of the face, like eyes, nose, upper body etc. Since the face is the part which is 

distinguished mainly by the skin tone, we base our approach on this method and as such we first convert the 

captured image to the Hue channel, as this gives us the skin tone information and much better detection rate. 

Once the face is detected, our next objective is to track. Since we are using computer vision, we implemented 

the Histogram Based tracker, that tracks an object based on the pixel density over time, to track the subject(s)‟ 

face. Again, in order to get better and constant tracking results, we first extract the face and detect the nose in it 

using Viola-Jones Algorithm, all using the Hue channel data. We specifically use the nose instead of the face to 

track the face because in a human face, the nose is the most prominent part. In addition, the nose has the lowest 

number of background pixels which has the least variance due to external conditions, like illumination. This can 

be easily seen in the skin tone information obtained through the Hue channel data. Once the nose is detected, we 

initialize the tracker with this and extrapolate the tracked information to account for the face. We even further 
expanded the system to detect multiple faces, using the same principle but looped many times over. The system 

so developed was integrated in to the GUI that has been developed and discussed in the first part of this paper. 

The Figure 13 shows the system detecting & tracking multiple faces at once. 
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Figure 12: Proposed method for Face Detection & Tracking 
 

 
 

Figure 13: Multiple faces being detected and tracked simultaneously 
 

V.   Discussion & Future Prospects 
In the paper, we have seen and implemented many functions in the GUI which are widely used in the 

field of image processing and we also tried to make some improvements in some of the functions. However, all 

of the functions could not be shown in the one screen shot as there are other sub-steps involved in this process.  

Image Processing opens up a wide variety of Human-Computer interaction that can only be limited by the 

human imagination. The works that we have shown here can easily be expanded to various real world situations. 

For example, the iRobot function of following the map can easily be embedded and made into a robot that can 

perform tasks like a peon in a disaster stricken area where normal transportations are hindered. The topography 

of the area can be easily found out and mapped using conventional method and then using this approach an 

automated delivery or even rescue system can be setup quickly, by chalking out a map based on the topography, 

for the robot to follow. Again the motion mimicking part can be integrated  here to make the entire process real 

time and thus help guide people within a, for example, collapsed building/area, by guiding the victims by 

drawing the escape path and making a guide robot follow it. This is but just one way of implementing the work 

we have done here in the real world. The algorithms, though, that have been implemented still does have room 
for improvements.  For example, in the basic object detection model, instead of scanning the entire image for the 

next position of the tracked image, we could set up a probabilistic boundary in which to search for the next 

position. If the object is not found there, we scan the entire image. This can result in an even better, faster and 

efficient detection and tracking algorithm. 
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Along the same line, we have Face Detection and tracking. Needless to say, this has an ever growing 

demand in the field of security. But, as more powerful hardware are getting miniaturized face detection and 

tracking are also creeping into our daily lives. For example, smart TVs and electronics can be more efficient by 

automatically tracking and thus regulating themselves for efficient management of energy. They can for 

example turn themselves off or go into a sleep mode when they can‟t see any person in their field of service. 

Also, advanced gesture recognition systems can be developed using facial features detection. One example, out 

of many such possibilities, is that a user might control robots or other electronics with just the movement of 

their heads, which the electronics can track. It is only a matter of time, before we will have electronics that will 

actually give us personalized services based on who we are. 
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