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Abstract: Frequent pattern mining is an important chore in the data mining, which reduces the complexity of 

the data mining task. The usages of frequent patterns in various verticals of the data mining functionalities are 

discussed in this paper. The gap analysis between the requirements and the existing technology is also analyzed. 

State of art in the area of frequent pattern mining was thrashed out here. Working mechanisms and the usage of 

frequent patterns in various practices were conversed in the paper. The core area to be concentrated is the 

minimal representation, contextual analysis and the dynamic identification of the frequent patterns. 
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I. Introduction 
Frequent patterns are the subset of the given dataset with the occurrence frequency that satisfies the 

user specified threshold and above [1]. Identification of the frequent patterns is a thrust area in the field of data 

mining which has the applications in association mining, correlation analysis. It is an important part of finding 

the interesting relationships within the data given. Other functional areas of data mining such as clustering, 

classification indexing also use the frequent patterns.  

Frequent pattern mining was first proposed by Agrawal et al [2] for market basket analysis in the form 

of association rule mining. It analyses customer buying habits by finding associations between the different 

items that customers place in their “shopping baskets”. The concept is explained as  

Let I = {i1, i2, . . . , in} be a set of all items. A k-itemset α, which consists of k items from I, is frequent 

if α occurs in a transaction database D no lower than θ|D| times, where θ is a user-specified. 

In this paper the usage of frequent patterns in the area of finding the association, classification and 

clustering is discussed thoroughly. A deep review of the state of art techniques was reviewed. In the section 5 
the research challenges posed in the field of frequent pattern mining is discussed. 

 

II.  Fundamental Approaches for Mining Associations Using Frequent Patterns 
 The basic concepts which used frequent patterns to mine the association between data are discussed in 

this section. Apriori, FP-growth and Eclat are the three basic approaches emerged by using frequent patters.  

 

II.A Algorithms using Apriori approach 

Agrawal and Srikant [3] observed an interesting downward closure property, called Apriori, among 

frequent k item sets: A k-itemset is frequent only if all of its sub-item sets are frequent. This implies that 
frequent item sets can be mined by first scanning the database to find the frequent 1-itemsets, then using the 

frequent 1-itemsets to generate candidate frequent 2-itemsets, and check against the database to obtain the 

frequent 2-itemsets. This process iterates until no more frequent k-item sets can be generated for some k. This 

also motivated its alternative [4] where the algorithm uses all existing information between database passes to 

avoid checking the coverage of redundant sets. 

 It follows a level wise search or the breath first search. The extension of this technique reflected in 

many of the algorithms with some deviations for efficiency. [5] Used the direct hashing and pruning for efficient 

large item set generation with effective reduction on transaction database size, [6] used the partitioning 

technique to read the database at most two times to generate all significant association rules.  Toivonen [7] 

suggested an algorithm which uses random sample to form association and later check with the whole database 

to avoid approximation. The approach is probabilistic and some time requires a second pass. 
 Dynamic item set counting and implication rules are used in [8] to reduce the number of passes. An 

incremental updating technique is proposed for efficient maintenance of discovered association rules when new 

transaction data are added to a transaction database in [9]. Parallelization process is done for finding the 

association rules in [10], which employs a clue and poll technique to address the uncertainty due to partial 

knowledge. In the paper [11] provides a hard and tight combinatorial upper bound to answer the question of the 

maximal number of candidate patterns that can be generated in the passes. 
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 Even though the Apriori throws new light in the frequent pattern generation by the reduction of the size 

of the candidate sets, the problem with which it suffers is enormous number of the candidate set generation and 

the repeated scanning of database, which is costly for the large databases.   
  

II.B Algorithms using Frequent Pattern growth approach 

 Han et al. [12] presented an approach to generate frequent patterns without candidate set generation, 

which is a bottleneck in apriori approach. It built a compact frequent pattern tree structure and from that the 

frequent patterns are extracted by traversing recursively the tree. The pattern growth is achieved by the 

concatenation of the suffix pattern with the frequent patterns generated from a conditional frequent pattern tree. 

This approach tackles the problem by identification of shorter frequent patterns and from that the long 

patterns are constructed recursively by concatenation. [13] and [14] uses the hyper-structure mining of frequent 

patterns for building alternative trees. An array-based implementation of prefix-tree-structure for efficient 

pattern growth mining by Grahne and Zhu is suggested in [15]. 

This model reduces the irrelevant information by the deletion of the infrequent items and the more 
frequently occurring, the more likely to be shared. It recursively work for the frequent pattern and it is done in 

an incremental mode. It doesn’t search for the pattern and match instead it count local frequent pattern and then 

built the tree. 

This technique lacks in few conditions like the tree may not fit into the memory, it takes time to build, 

and when the support threshold is high time is wasted as pruning could be done on single items. Another 

important problem is support can only be calculated once the entire data-set is added to the tree.  

 

II.C Algorithms using the vertical exploration approach 

Zaki [16] proposed Equivalence CLAss Transformation (ECLAT) algorithm by exploring the vertical 

data format. It uses the depth first search strategy with set intersection. It states that, when the database is stored 

in the vertical layout, the support of a set can be counted much easier by simply intersecting the covers of two of 

its subsets that together give the set itself [17]. 
This algorithm generates the candidate item sets using the join step proposed in the apriori. After this 

all the items in the database are reordered in ascending. This reduces the number of intersections to be 

computed. It doesn’t fully exploit the monotony property; the number of candidate itemsets that are generated is 

much larger as compared to a breadth-first approach such as Apriori. 

CHARM [18] is an efficient algorithm for enumerating the set of all closed frequent itemsets. CHARM 

is unique in that it simultaneously explores both the itemset space and transaction space, unlike all previous 

association mining methods which only exploit the itemset search space. It avoids enumerating all possible 

subsets of a closed itemset when enumerating the closed frequent sets, which rules out a pure bottom-up search. 

 

III. Use of Frequent Patterns for Classification 
 The application of frequent patterns in classification appeared in sporadic studies and achieved initial 

success in the classification of relational data, text documents and graphs [19]. Frequent patterns reflect strong 

associations between items and carry the underlying semantics of the data. They are potentially useful features 

for classification. Frequent pattern-based classification could exploit the state-of-the-art frequent pattern mining 

algorithms for feature generation, thus achieving much better scalability than the method of enumerating all 

feature combinations. 

 Frequent pattern based classification could be employed with feature generation, feature selection, and 

model learning. Frequent patterns form the efficient features since each pattern is a combination of single 

features and they are frequent. Frequent pattern is a form of non-linear feature combination over the set of single 

features. With inclusion of non-linear feature combinations, the expressive power of the new feature space 
increases.  

 Direct Discriminative Pattern Mining (DDPMine) performs a branch-and bound search for directly 

mining discriminative patterns without generating the complete pattern set. Instead of selecting best patterns in a 

batch, a “feature-centered” mining approach is proposed that generates discriminative patterns sequentially on a 

progressively shrinking FP-tree by incrementally eliminating training instances. The instance elimination 

effectively reduces the problem size iteratively and expedites the mining process [20]. 

 Discriminative Pattern Mining Approach for the Classification of Software Behaviors for Failure 

Detection is suggested in [21], which first mines a set of discriminative features capturing repetitive series of 

events from program execution traces. It then performs feature selection to select the best features for 

classification. These features are then used to train a classifier to detect failures. 

 Frequent patterns allow the construction of high-level sets of compound features which can, in many 

cases, capture more discriminative information [19]. Frequent patterns are used exhaustively in image 
classification in [22][25], understanding the scene [26], object recognition and object-part recognition [27].  
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 Effective method for using item set mining to discover a new set of mid-level features called Frequent 

Local Histograms is suggested by Basura Fernando et. Al [28].  

 PatMat a classifier based on frequent pattern is built with the use of trie data structure [29]. Monowar 
et.al [30] suggested an approach for fingerprint classification using data mining approach. Initially, it generates 

a numeric code sequence for each fingerprint image based on the ridge flow patterns. Then for each class, a seed 

is selected by using a frequent item sets generation technique. These seeds are subsequently used for clustering 

the fingerprint images. 

 Jeroen De Knijf describes a classification method for XML data based on frequent attribute trees. From 

these frequent patterns the emerging patterns are selected, and use these as binary features in a decision tree 

algorithm [31]. In this method they used k different minimum support values; one for each class label. To 

determine an appropriate minimum support value for each class, they started with a high support value, and 

lowered it gradually until a sufficient number of high quality patterns were produced. 

A unified framework for mining multiple domain datasets and design an iterative algorithm called 

HTMiner[32] capture the associations among different kinds of data. HTMiner discovers essential heterogenous 
patterns for classification and performs instance elimination. This instance elimination step reduces the problem 

size progressively by removing training instances which are correctly covered by the discovered essential 

heterogeneous pattern. 

Iyad Batal [33] said the even though some frequent patterns can be important predictors, using all 

frequent patterns in the classifier is not a good option for the following reasons like large number of patterns, 

many non predictive patterns and many spurious patterns. It encompasses that the research opening is present in 

the frequent pattern mining for classification. 

 

IV. Use of Frequent Patterns for Clustering 
 Clustering is the unsupervised approach for learning where  the process is used for finding the data 

distribution and patterns in the datasets where their class labels are not known. Pattern based clustering does not 

require a globally defined similarity measure. Different clusters can follow different patterns on different subsets 

of dimensions. On the other hand, the clusters are not necessary exclusive. That is, an object can appear in more 

than one cluster. The generality and flexibility of pattern-based clustering may provide interesting and important 

insights in some applications where conventional clustering methods may meet difficulties. 

An agglomerative hierarchical clustering algorithm to find clusters among the periodic item sets was 

suggested in [34]. Since the fuzzy number is invariant with respect to shifting, they define similarity measure 

using the variance of fuzzy intervals associated with frequent item sets. 

Frequent pattern for text clustering was discussed in [35].  Here they have used the measure of mutual overlap 

of frequent sets with respect to the sets of supporting documents. They have presented two algorithms for text 

clustering, FTC which creates flat clustering and HFTC for hierarchical clustering. FTC works in a bottom-up 
fashion. Starting with an empty set, it continues selecting one more element (one cluster description) from the 

set of remaining frequent itemsets until the entire document collection is contained in the cover of the set of all 

chosen frequent itemsets. In each step, FTC selects one of the remaining frequent itemsets which has a cover 

with minimum overlap with the other cluster candidates, i.e. the cluster candidate which has the smallest entropy 

overlap (EO) value. The documents covered by the selected frequent itemsets are removed from the collection 

D, and in the next iteration, the overlap for all remaining cluster candidates is recomputed with respect to the 

reduced collection. A frequent item-based approach of clustering is promising because it provides a natural way 

of reducing the large dimensionality of the document vector space. 

 Pattern preserving clustering [36] was discussed by Hui Xion et. al.  They suggest a better cluster 

interpretation than traditional clustering approaches by considering the patterns found in clusters. Pattern-based 

clustering algorithms determine clusters based on the similarities of the patterns among objects across the 
relevant dimensions, instead of the absolute distance values among objects [37]. Pattern-based algorithm is the 

bi cluster model proposed by Cheng et al. [38], which tries to measure the coherence of the genes and the 

conditions in a sub matrix of a DNA array. P Cluster [39] was introduced to cluster objects by computing 

maximal candidate attributes set (MCAS) and maximal candidate objects set (MXOS) iteratively.  

The Maple method [40] advances further this idea to find the maximal pattern-based clusters. 

Redundant clusters are avoided completely by mining only the maximal pattern-based clusters. The idea is to 

report only those non-redundant pattern-based clusters, and skip their trivial sub-clusters. It conducts a depth-

first, progressively refining search to mine maximal pattern-based clusters. By mining maximal pattern-based 

clusters, the number of clusters can be reduced substantially. Moreover, many unnecessary searches for sub-

clusters can be pruned and thus the mining efficiency can be improved dramatically as well. 

An expression pattern based bi clustering technique, CoBi, for grouping both positively and negatively 

regulated genes from microarray expression data was discussed in [41]. Regulation pattern and similarity in 
degree of fluctuation are accounted for while computing similarity between two genes. Unlike traditional bi 
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clustering techniques, which use greedy iterative approaches, it uses a Bi-Clust tree that needs single pass over 

the entire dataset to find a set of biologically relevant bi clusters. 

 Clustering based on Frequent Word Sequence (CFWS) is projected in [42]. CFWS uses frequent word 
sequence and K-mismatch for document clustering. The difference between word sequence and word item set is 

that word sequence considers words’ order while word item sets ignores words’ order. Document Clustering 

Based on Maximal Frequent Sequences (CMS) is proposed in the paper [43]. A frequent sequence is maximal if 

it is not a subsequence of any other frequent sequence. The basic idea of CMS is to use maximal frequent 

sequences (MFS) of words as features in vector space model (VSM) for document representation and then k-

means is employed to group documents into clusters. 

 Frequent Itemset-based Hierarchical Clustering (FIHC) is proposed by B.Fung and K.Wang[44]. Two 

kinds of frequent item are defined in FIHC: global frequent item and cluster frequent item. FIHC develops four 

phases to produce document clusters: finding global frequent itemsets, initial clustering, tree construction, and 

pruning.  

 Maximum Capturing (MC) for document clustering is to produce natural and comprehensible 
document clusters was discussed in [45].To produce natural clusters to use frequent itemsets for representation 

and measure similarities of documents based on cooccurrences of frequent itemsets in documents was the 

notion. To make document clusters comprehensible, most frequent itemsets in a document cluster were assigned 

as the topic of the cluster. Because documents with largest number of common frequent itemsets were assigned 

into a same cluster, cluster topics will be the most representative frequent itemsets in the cluster and thus 

distinguish clusters from each other.  

Fuzzy Frequent Itemset-Based Hierarchical Clustering (F2IHC) approach, which uses fuzzy association 

rule mining algorithm to improve the clustering accuracy of Frequent Itemset-Based Hierarchical Clustering 

(FIHC) method, was discussed in [46]. In this approach, the key terms will be extracted from the document set, 

and each document is pre-processed into the designated representation for the following mining process. Then, a 

fuzzy association rule mining algorithm for text is employed to discover a set of highly-related fuzzy frequent 

itemsets, which contain key terms to be regarded as the labels of the candidate clusters. Finally, these documents 
will be clustered into a hierarchical cluster tree by referring to these candidate clusters. 

In order to tackle the challenges in the high dimensional clustering, sub space clustering is introduced. 

For subspace clustering, the determination of subspaces possibly containing clusters is a critical and time-

consuming process. Jihong Guan et. al [37] discussed a new pattern-based subspace clustering algorithm CPT 

by using Pattern tree. The key point is that CPT adopts the pattern tree to discovering the subspace by scanning 

the database only once.  

  

V. Research Challenges in Finding Frequent Patterns 
 In the previous sections we have discussed about the need, importance and the usage of the frequent 
patterns in various verticals of data mining functionalities. This section let us discuss about the challenges in the 

field of research in frequent pattern mining. 

The important challenge is the set of frequent patterns derived by most of the current pattern mining 

methods is too huge for effective usage. There are proposals on reduction of such a huge set, including closed 

patterns, maximal patterns, approximate patterns, condensed pattern bases, representative patterns, clustered 

patterns, and discriminative frequent patterns [1].  Much research is still needed to substantially reduce the size 

of derived pattern sets and enhance the quality of retained patterns.  

The real bottleneck of the problem is not at the efficiency but at the usability. Typically, if the 

minimum support is high, mining may generate only commonsense patterns, however, with a low minimum 

support, it may generate an explosive number of results. This has severely restricted the usage of frequent-

pattern mining [47]. Reducing the number of uninteresting patterns is an active and emerging research area [50]. 
Mining compressing patterns is NP-Hard and belongs to the class of inapproximable problems. Future work 

should be concentrated on further improvements to the mining algorithm using ideas from compression but 

keeping the focus on usefulness for data mining [51].  

Unlike mining static databases, mining data streams poses many new challenges. In addition to the one-

scan nature, the unbounded memory requirement and the high data arrival rate of data streams, the 

combinatorial explosion of item sets exacerbates the mining task [48]. The main challenges in the data streams 

are handling of the continuous flow, modeling changes of mining results over time, Data stream pre-processing, 

Model overfitting, Data stream mining technology [49]. 

 The main research work on pattern analysis has been focused on pattern composition (e.g., the set of 

items in item-set patterns) and frequency. A contextual analysis of frequent patterns over the structural 

information can identify why that particular pattern is frequent. The deep understanding of frequent patterns is 

essential to improve the interpretability and the usability of frequent patterns [52].  
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VI.    Conclusion 
 This paper acts as the literature review in the area of the frequent pattern mining. The paper addresses 

the various techniques used for the frequent pattern mining and the need of it in the various functionalities of the 

data mining arena. The research challenges and the area to be concentrated are also discussed.  

To conclude the area where the frequent pattern mining is to be concentrated is on the dynamic, 

Contextual and the compressed frequent pattern mining algorithms. The dynamic nature must address the 

mining concept with respect to the data streams. The contextual part must focus on the area where the pattern’s 

structural component for the understanding semantics. The compression part must spotlight the minimal 
requirement of the pattern for the representation.    
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