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Abstract: In organizations sensitive data transaction is having less security because there may be a misusability of data from one to other from past years. In previous methods they calculated how much data is leaked but didn’t find who is leaked. In this paper, we find leakage and leaker. A data distributor has given sensitive data to a set of supposedly trusted agents (third parties). Some of the data has leaked and found in an unauthorized place (e.g., on the web or somebody’s laptop). The distributor should assess the likelihood of the leaked data came from one or more agents, as opposed to having independently gathered by others. We propose data allocation strategies (across the agents) that improve the probability of identifying leakages. These methods don’t rely on alterations of the released data (e.g., watermarks). In some cases we can also inject “realistic but fake” data records to further improve our chances of detecting leakage and identifying the guilty party.
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I. Introduction

In the course of doing a business, sometimes sensitive data must be handed over to supposedly trusted agents. For example, a company may have partnerships with the other companies that require sharing customer data. Another enterprise might outsource its data processing, so that the data must be given to various other companies. Our aim is to detect when the distributor’s sensitive data have been leaked by agents, and if possible to identify the particular agent that leaked the data. Perturbation is most useful technique where the data has modified and made “less sensitive” before being handed to agents For example, one can replace the exact values by ranges, or one can add the random noise to certain attributes. Traditionally, watermarking is used to handle the leakage detection. We annunciate the need for watermarking database relations to deter their piracy, and identify the unique characteristics of relational data which pose new challenges for watermarking, and provide desirable properties of watermarking system for relational data. A watermark can be applied to any of the database relation having attributes which are such that changes in a few of their values do not affect the applications. Watermarking means a unique code is embedded in each distributed copy if that copy is later discovered in the hands of an unauthorized party, the leaker can be identified. Furthermore, watermarks can sometimes be destroyed if the data recipient is malicious.

SENSITIVE information such as customer or patient data and business secrets constitute the main assets of an organization. Such information is essential for the organization’s employees, subcontractors, or partners to perform their tasks. Conversely, limiting access to the information in the interests of preserving secrecy might damage their ability to implement the actions that can best serve the organization. Thus, data leakage and data misuse detection mechanisms are essential in identifying malicious insiders. The task of detecting malicious insiders is very challenging as the methods of deception become more and more sophisticated. According to the 2010 Cyber Security Watch Survey 26 percent of the cyber-security events, recorded in a 12-month period, were caused by insiders. These insiders were the most damaging with 43 percent of the respondents reporting that their organization suffered data loss. Of the attacks, 16 percent were caused by theft of sensitive data and 15 percent by exposure of confidential data. In recent days, leakage detection is prevented by watermarking, e.g., a unique code is embedded in each circulated copy. If that copy is discovered in the other hands or illegal parties, the leaker can be identified with the watermarking. Watermarks are helpful in some cases, but again, involve some modification of the original data. In addition, watermarks can sometimes be cracked if the data recipient is mean. Amir Harel proposed M-Score [1] is to find the how much data is leaked in organization. Jagtapn.p Data leakage detection system is to improve the efficiency of finding data leakage [2], [3].
In this paper, we study techniques for detecting leakage of a set of objects or records. Specifically, we study the following scenario: After giving a set of objects to agents, the distributor discovers some of those same objects in an unauthorized place. At this point, the distributor can assess the likelihood that the leaked data came from one or more agents, as opposed to having been independently gathered by other means. He may stop doing business with him, or may initiate legal proceedings. In this paper, we develop a model for assessing the “guilt” of agents. We also present algorithms for distributing objects to agents, in a way that improves our chances of identifying a leaker. Finally, we also consider the option of adding “fake” objects to the distributed set. Such objects do not correspond to real entities but appear realistic to the agents. In a sense, the fake objects act as a type of watermark for the entire set, without modifying any individual members.

II. Data Allocation Problem

In organization database it contains all the information about the partners, customers and agents as employee etc. It contains sensitive which can be found in an unauthorized place as on someone’s laptop, desktop of other person of some other organization, as the data have to protect from fraud (leaker). As the agent working within the organization will cause fraud by leaking the data to third parties. So, we have to protect our data from leakage, this task became more important in these days. In previous system we have find only the probability for leaked data as calculating the score given to the data records as M-Score but haven’t find the leaked data and the fraud leaker, who cause leakage, but in this proposed system we can find the leaker and also the leaked data with the probability value given to the leaked data as how much the organization get loss on the leaked data.

Data leakage detection system Architecture will have the description about the detail process of Data Distributor task and agent’s task and how the Distributor will find the fraud agent and the probability value for the leaked data and how the agent will leak the data to the third party. As Distributor will plays an important role as he have to give security to the organization’s data. Distributor will have the agent details, if the agent is a new one he has to get register and get the username and password for login process.

Agent will login using username and password given to him. Agent will check the records details and do the work which was assign to him. If the agent wants to leak the organization data, then he will send the sensitive records to third parties and continues his work to get more records. As the data has leaked and organization don’t know who leaked data as they don’t have the details’ about leakage, as every agent will tells that he is not fraud as he have not leaked the data to third party. As, the Distributor also not know about the leakage as he won’t point out any agent who works within that organization. Distributor will have the details of what the agent is actually doing with the data which is exposed to him while processing his task. The insider will cause for the leakage in most of the scenario. So, Distributor has to take care of data and also give response to agent when the agent send request to access data to do their task. And Distributor can change the original sensitive records data as less sensitive by adding fake record data which will look like realistic data records and the sensitive data will become less sensitive. As the agent send request to the Distributor to get the record details to do the task then the Distributor will add fake record to the original record based on the access request given to him by the agent. Distributor will observe the behavior of the agent as he is trying to access the sensitive data which he has no access permission the he will add fake record and forward to agent. As agent have no idea of adding fake object to the original record and he will send them to third party. Distributor only knows which fake object record has added to which original data and forwarded to which agent. Distributor will add one or more fake data to the original data based on sensitive data, and decreases its sensitivity.
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Agent will transfer the data to third party and he tells that he has not leaked the data then the Distributor will catch the leaker from the number of agents employees based on the fake data present in the transfer data. Finally the fraud agent will catch and get punished based on his leakage. Here Distributor will calculate the probability of leakage and the score as how much the organization has lost because of that leakage. M-score can be given as how many records have been leaked out of original records. Distributor will find the guilt agent based on fake records and the request send by the agents to the Distributor. We are using E-random and S-random. E-Random is used to find out the Agent who leaked the data and S-Random is used to find out the Leakage Data. E-optimal and S-optimal is used to get the optimization about the addition of fake objects.

2.1. Fake Objects:
Fake objects are objects generated by the distributor in order to increase the chances of detecting agents that leak data. The distributor may be adding fake objects to the distributed data in order to improve his effectiveness in detecting guilty agents. Our use of fake objects is inspired by the use of “trace” records in mailing lists. The idea of perturbing data to detect leakage is not new, e.g., [1]. However, in most cases, individual objects are Perturbed, e.g., by adding random noise to sensitive salaries, or adding fake elements.

In some applications, fake objects may cause fewer problems that perturbing real objects creation. The creation of fake but real-looking objects is a nontrivial problem whose thorough investigation is beyond the scope of this paper. Here, we model the creation of a fake object for agent \( U_i \) as a black box function \( \text{CREATEFAKEOBJECT}(R_i, F_i, \text{condi}) \) that takes as input the set of all objects \( R_i \), the subset of fake objects \( F_i \) that \( U_i \) has received so far, and condi, and returns a new fake object. This function needs condi to produce a valid object that satisfies \( U_i \)’s condition. Set \( R_i \) is needed as input so that the created fake object is not only valid but also indistinguishable from other real objects.

Although we do not deal with the implementation of \( \text{CREATEFAKEOBJECT}() \), we note that there are two main design options. The function can either produce a fake object on demand every time it is called or it can return an appropriate object from a pool of objects created in advance. We are using the following strategies to add the fake object to finding guilty agent.

Fig 2. Leakage Problems Instances.
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Although we do not deal with the implementation of \( \text{CREATEFAKEOBJECT}() \), we note that there are two main design options. The function can either produce a fake object on demand every time it is called or it can return an appropriate object from a pool of objects created in advance. We are using the following strategies to add the fake object to finding guilty agent.
2.2. Optimization Problem:

The Optimization Module is the distributor’s data allocation to agents has one constraint and one objective. The distributor’s constraint is to satisfy agents’ requests, by providing them with the number of objects they request or with all available objects that satisfy their conditions. His objective is to be able to detect an agent who leaks any portion of his data. We consider the constraint as strict. The distributor may not deny serving an agent request and may not provide agents with different perturbed versions of the same objects as in [1]. We consider fake object distribution as the only possible constraint relaxation. Our detection objective is ideal and intractable.

Detection would be assured only if the distributor gave no data object to any agent. We use instead the following objective: maximize the chances of detecting a guilty agent that leaks all his data objects. We now introduce some notation to state formally the distributor’s objective. Recall that

\[ \Pr \left\{ \frac{G_j}{S} = R_i \right\} \]

or simply

\[ \Pr \left\{ \frac{G_j}{S} = R_i \right\} \]

is the probability that agent \( U_j \) is guilty if the distributor discovers a leaked table \( S \) that contains all \( R_i \) objects. We define the difference functions \( \Delta(i, j) \) as

\[ \Delta(i, j) = \Pr \left\{ \frac{G_j}{R_i} \right\} - \Pr \left\{ \frac{G_j}{R_i} \right\}, \quad i, j = 1, \ldots, n \quad \text{......(1)} \]

**Problem Definition.** Let the distributor have data requests from \( n \) agents. The distributor wants to give tables \( R_1, \ldots, R_n \) to agents \( U_1, \ldots, U_n \), respectively, so that he satisfies agents’ requests, and he maximizes the guilt probability differences \( \Delta(I, j)(i, j) \) for all \( i, j = 1, i \neq j \). Assuming that the \( R_i \) sets satisfy the agents’ requests, we can express the problem as a multi-criterion optimization problem:

maximize \( \left\{ \Delta(i, j), \ldots \right\}, \quad i \neq j \quad \text{......(2)} \)

If the optimization problem has an optimal solution, it means that there exists an allocation \( D^* = (R_1^*, \ldots, R_n^*) \) such that any other feasible allocation yields \( D^* = (R_1^*, \ldots, R_n^*) \) yields \( \Delta(i, j) \geq \Delta^*(i, j) \) for all \( i, j \). This means that allocation \( T_j^* \) allows the distributor to discern any guilty agent with higher confidence than any other allocation, since it maximizes the probability \( \Pr \left\{ \frac{G_j}{R_i} \right\} \) with respect to any other probability \( \Pr \left\{ \frac{G_j}{R_i} \right\} \) with \( j \neq i \). Even if there is no optimal allocation \( D^* \), a multi-criterion problem has Pareto optimal allocations.
2.3. Objective Approximation

We can approximate the objective of (2) with (3) that does not depend on agents’ guilt probabilities, and therefore, on

\[
p : \text{Maximise} \left( \ldots \frac{|R_i \cap R_j|}{|R_i|} \ldots \right) \quad i \neq j \quad \ldots \ldots (3)
\]

This approximation is valid if minimizing the relative overlap \( \frac{|R_i \cap R_j|}{|R_i|} \) maximizes \( \Delta(i, j) \).

Therefore, we can scalarize the problem objective by assigning the same weights to all vector objectives.

Maximize \( \sum_{i=1}^{n} \frac{1}{|R_i|} \sum_{j=1}^{n} |R_i \cap R_j| \quad \ldots \ldots (4a) \)

(Max over \( R_i \ldots R_n \))

Maximize \( \max \frac{|R_i \cap R_j|}{|R_i|} \quad \ldots \ldots (4b) \)

(Max over \( R_i \ldots R_n \))

Both scalar optimization problems yield the optimal solution of the problem of (3), if such solution exists. If there is no global optimal solution, the sum-objective yields the Pareto optimal solution that allows the distributor to detect the guilty agent, on average (over all different agents), with higher confidence than any other distribution. The max objective yields the solution that guarantees that the distributor will detect the guilty agent with certain confidence in the worst case. Such guarantee may adversely impact the average performance of the distribution.

III. Allocation Strategies

The main focus of our project is the data allocation problem as how can the distributor “intelligently” give data to agents in order to improve the chances of detecting a guilty agent.

3.1. Explicit Data Requests

In problems of class \( EF \), the distributor is not allowed to add fake objects to the distributed data. So, the data allocation is fully defined by the agents’ data requests. Therefore, there is nothing to optimize. In \( EF \) problems, objective values are initialized by agents’ data requests. Say, for example, that \( T = \{ t_1, t_2 \} \) and there are two agents with explicit data requests such that \( R_1 = \{ t_1, t_2 \} \) and \( R_2 = \{ t_1 \} \). The value of the sum objective is in this case \( \sum_{i=1}^{n} \frac{1}{|R_i|} \sum_{j=1}^{n} |R_i \cap R_j| = \frac{1}{2} + \frac{1}{4} = 1.5 \).

The distributor cannot remove or alter the \( R_1 \) or \( R_2 \) data to decrease the overlap \( R_1 \cap R_2 \). However, say that the distributor can create one fake object \( B = 1 \) and both agents can receive one fake object. In this case, the distributor can add one fake object to either \( R_1 \) or \( R_2 \) to increase the corresponding denominator of the summation term. Assume that the distributor creates a fake object \( f \) and he gives it to agent \( R_1 \). Agent U1 has now \( R_1 = \{ t_1, t_2, f \} \) and \( F_1 = \{ f \} \) and the value of the sum-objective decreases to \( \frac{1}{3} + \frac{1}{4} = 1.33 < 1.5 \).
Algorithm 1. Allocation for Explicit Data Requests (EF)

Input: \( R_1, \ldots, R_n, \text{cond}_1; \ldots; \text{cond}_n, b_1, \ldots, b_n, B \)
Output: \( R_1, \ldots, R_n, F_1, \ldots, F_n \)

1: \( R \leftarrow \) Agents that can receive fake objects
2: for \( i = 1, \ldots, n \) do
3: if \( b_i > 0 \) then
4: \( R \leftarrow R \cup \{i\} \)
5: \( F_i \leftarrow \phi \)
6: while \( B > 0 \) do
7: \( i \leftarrow \text{SELECTAGENT}(R, R_1, \ldots, R_n) \)
8: \( f \leftarrow \text{CREATEFAKEOBJECT}(R_i, F_i, \text{cond}_i) \)
9: \( R_i \leftarrow R_i \cup \{f\} \)
10: \( F_i \leftarrow F_i \cup \{f\} \)
11: \( b_i \leftarrow b_i - 1 \)
12: if \( b_i = 0 \) then
13: \( R \leftarrow R \setminus \{R_i\} \)
14: \( B \leftarrow B - 1 \)

Algorithm 2. Agent Selection for e-optimal

1: \( i \leftarrow \text{select at random an agent from } R \)
2: return \( i \)

In lines 1-5, Algorithm 1 finds agents that are eligible to receiving fake objects in \( O(n) \) time. Then, in the main loop in lines 6-14, the algorithm creates one fake object to every iteration and also allocates it to random agent. The main loop takes \( O(B) \) time. Hence, the running time of the algorithm is \( O(n + B) \). If \( B \geq \sum_{i=1}^{n} b_i \), the algorithm minimizes every term of the objective summation by adding the maximum number \( b_i \) of fake objects to every set \( R_i \), yielding the optimal solution. Otherwise, if \( B < E_i = 1 \), \( b_i \) (as in our example where \( B = 1 < b_1 + b_2 = 2 \)), the algorithm just selects at random the agents that are provided with fake objects. We return back to our example and see how the objective would change if the distributor adds fake object \( f \) to \( R_2 \) instead of \( R_1 \). In this case, the sum-objective would be \( \frac{1}{2} + \frac{1}{2} = 1 < 1.33 \). The reason why we got a greater improvement is that the addition of a fake object to \( R_2 \) has greater impact on the corresponding summation terms, since

\[
\frac{1}{|R|} - \frac{1}{|R|} + 1 = \frac{1}{6} < \frac{1}{|R_2|} - \frac{1}{|R_2|} + 1 = \frac{1}{2}.
\]

The left-hand side of the inequality corresponds to the objective improvement after the addition of a fake object to \( R_1 \) and the right-hand side to \( R_2 \).

Algorithm 3. Agent Selection for e-optimal

1: \( i \leftarrow \arg \max \left( \frac{1}{|R|} - \frac{1}{|R|} + 1 \right) \sum |R_i \cap R_j| \)
2: return \( i \)
Algorithm 3 makes a greedy choice by selecting the agent that will yield the greatest improvement in the sum objective the cost of this greedy choice is $o\left(n^2\right)$ for every iteration. The overall running time of e-optimal is $O\left(n + n2B\right) = O\left(n2B\right)$. Theorem 2 shows that this greedy approach finds an optimal distribution with respect to both optimization objectives defined in (4).

Theorem 2: Algorithm e-optimal yields an object allocation that minimizes both sum- and max-objective in problem instances of class $EF$.

3.2. Sample Data Requests

With sample data requests, each agent $U_i$ may receive any $T$ subset out of $\binom{T}{\lfloor T \rfloor}$ different ones. Hence, there are $i = \binom{T}{\lfloor T \rfloor}$ different object allocations. In every allocation, the distributor can permute $T$ objects and keep the same chances of guilty agent detection. The reason is that the guilt probability depends only on which agents have received the leaked objects and not on the identity of the leaked objects. Therefore from distributor’s perspective, there are different allocations. The distributor’s problem is to pick one out so that he optimizes his objective. We formulate the problem as a nonconvex QIP that is NP-hard. Note that the distributor can increase the number of possible allocations by adding fake objects (and increasing $T$) but the problem is essentially the same. So, in the rest of this section, we will only deal with problems of class $SF$, but our algorithms are applicable to $SF$ problems as well.

3.3. Random

An object allocation that satisfies requests and ignores the distributor’s objective is to give each agent $U_i$ a randomly selected subset of $T$ of size $m_i$. We denote this algorithm by S-random and we use it as our baseline. We present S-random in two parts: Algorithm 4 is a general allocation algorithm that is used by other algorithms in this section. In line 6 of Algorithm 4, there is a call to function SELECTOBJECT() whose implementation differentiates algorithms that rely on Algorithm 4. Algorithm 5 shows function SELECTOBJECT() for s-random.

Algorithm 5: Object selection for s-random
1: function SELECTOBJECT(i, R_i)
2: \( k \leftarrow \text{selects at random an element from set } K'/k \notin R_i \)
3: Return k.
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Fig 6. Finding Fake Employee By Calculating M-Score.
This page will displays the details of data records the agent has transfers to third-party and probability value and M-Score value if he tried to fraud with the details about records.

Algorithm For Find Guilt Agent
Step 1: Distributor selects the agents to send the data according to agent request.
Step 2: The distributor can create fake data and distribute with agent data or without fake data. Distributor is able to create more fake data; he could further improve the chance of finding guilt agent.
Step 3: Distributor checks the number of agents, who have already received data.
Step 4: Distributor chooses the remaining agents to send the data. Distributor can increase the number of possible allocations by adding fake data.
step 5: Estimate the probability value for guilt agent. To compute this probability, we need an estimate for the probability that values can be “guessed” by the target.

IV. Performance And Results
The performance of our approach is shown in below figures. Distributor creates the agent registration with relevant data in fig 8. Agent is having username and password to access data. Distributor send data to the agent with fake data as shown in fig 9. If agent forward the data to other person or third person then distributor will check his score fig 12. By obtaining the score we get how much data is leaked and using fake data find the data leaker in fig 13.

Fig 7. Data Distributor To Create New Agent And View Agent Details And Also He Will Find Guilty Agent Details With Probability Value And M-Score Value If He Leak The Data.
Fig 8. Creating agent by distributor.

Fig 9. Transferring Original record.

Fig 10. Distributor adding fake record with original data using explicit and Samples.

Fig 11. Agent (employee) login page, where agent will login with username and password for authentication process.
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Fig 12. Display details about request type and also the details about parameters and the data transfers to third party.

Fig 13. Displays The Details Of Data Records The Agent Has Transfers To Third-Party And Probability Value And M-Score Value If He Tried To Fraud With The Details About Records (Finding Leakage And Leaker).

V. Conclusions

In real world, the organizations are facing difficulties regarding malicious data leakage. A new concept of misuseability weight and discussed the importance of measuring the sensitivity level of the data that an insider is exposed to. There is no previously proposed method for estimating the potential harm that might be caused by leaked or misused data while considering important dimensions of the nature of the exposed data. Consequently, a new misuseability measure, the M-score, was proposed. In recent approaches we find how much data is leaked in the organization. By using our approach, find the employee who leaked the data using adding fake object to the original data. E-Random and S-Random are used to find the employee. This approach improves the efficiency for finding data leaker.
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