
IOSR Journal of Computer Engineering (IOSR-JCE)  

e-ISSN: 2278-0661,p-ISSN: 2278-8727,  

PP 01-05 

www.iosrjournals.org  

Recent Trends in Computer Technology & Communication 2k16" (RTCTC-2k16)                  1 | Page 

 

Dynamic Solutions by Optimize Fine-grain Pricing Scheme 
 

Bachate Anuja B.
1
, Borse Varunkumar D.

2
, Bhalerao Shrikrishna R.

3
, Patil 

Pallavi D.
4
  A. Y. Panpatil

5
 

1,2,3,4,5
(Dept. of  Computer ,KVNNIEER Nasik ,SPPUniv.Pune, India)

 

 

Abstract : There are various types of pricing scheme in Cloud computing which are pay-as-you-go and 

subscription spot policy, but it is still suffer from wasteful payment because of coarse-gained pricing scheme. In 

this paper, we are going to implement an optimized fine-grained pricing scheme for those two strong issues are 

addressed: (1) The provider and customer gained benefit must contradict mutually (2) VM- maintenance 

overhead like startup cost is often too huge to be neglected. Not only can we gain a best charge in the suitable 

price choices that satisfies both customers and providers at the same time, but we also calculate a best-fit billing 

cycle to increase social welfare (i.e., the total of the charge reductions for every customers and the income 

gained by means of the provider). We carefully calculate the proposed optimized fine-grained pricing scheme by 

way of two extensive real-world constructions that is DAS-2 and Google. We calculate the difference between 

coarse-gained pricing and our proposed optimized pricing scheme and find that the customer and provider both 

get benefit of it. 
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I. Introduction 
Cloud computing is based on Internet computing in which have larger groups of remote servers and 

they are networked together to allow for data storage as centralized, and on-line access to computer services or 

computer resources. Cloud computing is a type of computing that relies on sharing computing resources rather 

than having local servers or personal devices to handle applications. Basically a step on from Utility Computing 

a collection/group of integrated and networked hardware, software and Internet infrastructure (called a 

platform). Using the Internet for communication and transport provides hardware; software and networking 

services to client’s .Clouds can be classified as public, private or hybrid. A Cloud computing provides different 

types of services in which Infrastructure as a Service (IaaS) is type of service. Infrastructure as a Service (IaaS) 

is a form of cloud computing that provides virtual computing resources over the Internet [1]. IaaS is one of three 

main categories of cloud computing services, alongside Software as a Service (SaaS) and Platform as a Service 

(PaaS).In Amazon EC2, for example, the smallest pricing time unit of an on-demand instance is one hour [2]. 

Such a coarse-grained hourly pricing is likely to be economically inefficient for short-job users.  

In general, there are two serious issues in deploying and provisioning virtual machine (VM) instances 

over IaaS environment, refined resource allocation and precise pricing for resource renting. Refined resource 

allocation is usually implemented by deploying VM instances and customizing their resources on demand, 

which impacts the performance of VMs to complete customer’s workload [5]. Precise pricing is also known as 

Pay-as-you-go, which involves multiple types of resources like CPU, memory, and I/O devices. Pricing is a 

critical component of the cloud computing because it directly affects provider’s revenue and customer’s budget.  

An appropriate pricing scheme which can make both providers and customers satisfied is becoming a 

major concern in IaaS environment. In Amazon EC2, for example, the smallest pricing time unit of an on-

demand instance is one hour. Such a coarse-grained hourly pricing is likely to be economically inefficient for 

short-job users. For instance, users have to pay for full hour cost even their jobs just consumed the resources 

with a small portion (such as 15 minutes) of the one-hour period. Such a phenomenon is called partial usage 

waste, which appears very often as cloud jobs are quite short in general [3]. Based on the recent characterization 

of Cloud environment versus Grid systems, cloud jobs are usually much shorter (such as dozens of minutes) 

than Grid jobs (such as dozens of hours or days). This will induce serious partial usage waste issue. The current 

hourly pricing scheme probably induce idle charged resources especially for short jobs, while the fine-grained 

pricing scheme not only makes users pay less but also makes provider gain more due to the optimization of unit 

price for the same service time and more users served. 
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II. Existing System 
In this area, we first quickly survey the current classic IaaS cloud estimating plans, and afterward 

dissect the halfway utilization waste issue, lastly define our upgraded fine-grained valuing model by thinking 

seriously about VM maintenance overhead. 

 

2.1  Classic Cloud Pricing Schemes 

As of late, the evaluating plans comprehensively adopted in IaaS cloud market can be sorted into three 

sorts pay-as-you go offer, membership alternative and spot market. Under the pay as-you-go plan, clients pay an 

altered rate for cloud asset utilization per charging cycle (e.g., 60 minutes) with no dedication. On-Demand 

Instances are frequently used to run short-employments or handle intermittent activity spikes. In the membership 

plan, clients need to pay a forthright expense to save assets for a sure period of time (e.g., a month) and thus get 

a significant price rebate. The charging cycles in the membership plan are generally since quite a while ago 

contrasted with the pay-as you-go plot, and can be one day, one month, or even quite a while. In this manner, it 

is suitable for long-running occupations (like logical processing). A unique illustration in this plan is Amazon 

Reserved Instances, occasions amid the saved period are charged hourly, yet they are still not suitable for short-

occupations because of the high forthright expense. For the spot plan, clients just offer on extra occurrences and 

run them at whatever point their offer costs surpass the present Spot Price. Spot Instances are suitable for time-

adaptable, interference tolerant assignments (like web slithering or Monte Carlo applications), in light of the fact 

that they can fundamentally bring down the registering expenses because of the to a great degree low Spot Price 

[2]. In any case, the disadvantage of Spot Instance is the examples can be ended by the supplier whenever. In 

this manner, it is insignificant to adventure fine-grained charging cycle as the errands are time heartless, despite 

the fact that the expense of a spot occurrence is additionally computed in light of one hour time unit. Our paper 

concentrates on the pay-as-you-go offer, which is particularly suitable for short-running cloud employments in 

light of better estimating granularity. 

 

2.2 Analysis of Partial Usage Waste 

VMs in pay-as-you-go estimating, for the case of on-interest occurrences in EC2, are prescribed for 

applications with short term, spiky, or eccentric workloads that can't be intruded on (i.e., short-employments). 

These VM examples are constantly charged hourly, yet short-work clients need to pay for entire hour cost even 

their employments just expended the assets with a little parcel of the one-hour period. This marvel is called 

incomplete use waste. In request to evaluate the fractional use waste issue, we present the case time use metric, 

which implies the expended time rate in client's bought example hours. On the other hand, workload follows 

openly mists are frequently secret: no IaaS cloud has released its use follow in this way. Consequently, we 

utilize a 1-month Google bunch follow and 22-months generation DAS-2 follow in our investigation. In spite of 

the fact that Google bunch is not an open IaaS cloud, its use follows can mirror the requests of Google architects 

and administrations, which can speak to requests of open cloud clients to some degree. While the DAS-2 is a 

wide-region framework datacenter, its use follows are somewhat unique in relation to the cloud administrations. 

In any case, the follows are still created from genuine generation framework, which can speak to the requests of 

potential cloud clients in future. Specially, keeping in mind the end goal to build the representativeness of these 

information follows, we preclude the to a great degree short occupations (e.g., under 1 minutes) on the grounds 

that those short employments could be fizzled employments that are revised and resubmitted. In the wake of 

decision out the exceptions, we assess the case time usage for each client in two follows. As demonstrated in the 

hourly estimating, lion's share of clients in both follows get low < 20% occurrence time uses, which suggests a 

genuine wonder of incomplete utilization waste [9]. In spite of the fact that the workload follows openly. Mists 

are secret; the halfway utilization waste issue can be seen in numerous explorations in the writing of distributed 

computing. Workflow experiments on Amazons EC2 and saw that the expense expecting per-hour charges is 

more noteworthy than the expense accepting per-second charges. Utilized a methodology with a case sitting 

tight for the end of an occurrence hour to end can be helpful if there is an expanding workload. The expense 

sparing of as much as 30% can be accomplished by utilizing Right Capacity [10]. Utilized the financier to abuse 

the fractional utilization and brought an expense sparing of near 15%. Such incomplete utilization waste not just 

makes clients pay more than what they really utilize, additionally prompts skewness of the normal income from 

the point of view of suppliers (to be examined in subtle elements later). 

 

2.3 Coarse Grained Model: 

The objective of our work is two-fold, with regard to the classic coarse-grained pricing scheme and 

inevitable VM-maintenance overhead. On one hand, we aim to derive an acceptable pricing range for both 

customers and providers, and also derive an optimal price that satisfies both sides with maximized total utility. 



IOSR Journal of Computer Engineering (IOSR-JCE)  

e-ISSN: 2278-0661,p-ISSN: 2278-8727,  

PP 01-05 

www.iosrjournals.org  

Recent Trends in Computer Technology & Communication 2k16" (RTCTC-2k16)                  3 | Page 

On the other hand, we hope to find a best-fit billing cycle to maximize the social welfare related to both sides. 

There are three key terms in our fine-grained pricing scheme: resource bundle, time granularity and unit price. 

The resource bundle serves as a kind of container to execute task workloads based on user demands. The time 

granularity is defined as the minimum length in pricing the rented resources. The unit price specifies how much 

the user needs to pay per time granularity for the resource consumption. We give an example to illustrate the 

above terms. In Amazon EC2’s pay-as you-go option, users need to pay $0:0441 per hour for   a small on-

demand VM instance (Unix/Linux usage). In this example, the VM instance which bundles CPU, RAM, data 

storage and bandwidth together is the resource bundle [4]. The time granularity is one hour and the unit price is 

equal to $0:044. As another example, in Cloud Sigma, the resource bundle is not an instance but just some type 

of resource like CPU or RAM. Cloud Sigma does not bundle them together but allows customers to finely tune 

the combination of resources on demand exactly. Our work focuses on the time granularity and the unit price, 

aiming to implement an optimized fine-grained pricing scheme with regard to VM-maintenance overhead like 

VM boot-up cost [7]. 

 
Sr 

no. 

PUBLICATIN 

YEAR 
TITLE SUMMARY REMARK 

1 

IEEE transactions 

on services 
computing, 2014 

A Social Compute 
Cloud: Allocating and 

Sharing Infrastructure 
Resources via Social 

Networks. 

Present a social compute 
Cloud: a platform for sharing infrastructure 

resources within a social network. Users are 
able to execute programs on virtualized 

resources provided by their friends. 

Users to provide their 
preferences, as well as methods 

to detect them automatically 
from their social network. 

2 

International 

Journal of Grid 
Distribution 

Computing, 2015 

 

Resource Management 
of IaaS Providers in 

Cloud Federation. 

By choosing the most appropriate host and 

allocating the best virtual machine which 
leads to satisfy users requests, save energy 

and reduce the cost of resources. Simulation 

results show that the proposed approach, 
compared to the other similar approaches, 

causes to increase utilization and turns off 

idle servers to decrease consumed power 
which followed by an increase in providers’ 

profit. 

Cannot run for the reserved and 

spot type. 
The bandwidth and correlation 

index in selecting VM, selecting 

hosts with high efficiency also 
using various thresholds are all 

matters which has not 

mentioned in this article. 

 

III. Proposed System 
We propose a novel optimized fine grained pricing scheme to solve the above issues. The objective of 

our work is double, with comparing to the classic coarse-grained pricing scheme and inevitable VM-

maintenance overhead and we aim to derive an acceptable pricing scheme in range for both customers and 

providers, and also derive an optimal price that satisfies both sides with maximized total utility. On the other 

hand, we hope to find a best-fit billing cycle to maximize the social welfare related to both sides. There are three 

key terms in our fine-grained pricing scheme: resource bundle, time granularity and unit price. The resource 

bundle serves as a kind of container to execute task workloads based on user demands. The time granularity is 

defined as the minimum length in pricing the rented resources. The unit price specifies how much the user needs 

to pay per time granularity for the resource consumption. We give an example to illustrate the above terms. In 

Amazon EC2’s pay-as a small on-demand VM instance (Unix/Linux usage) [3]. In this example, the VM 

instance which bundles CPU, RAM, data storage and bandwidth together is the resource bundle. The time 

granularity is one hour and the unit price is equal to $0:044. As another example, in Cloud Sigma, the resource 

bundle is not an instance but just some type of resource like CPU or RAM. Cloud Sigma does not bundle them 

together but allows customers to finely tune the combination of resources on demand exactly. Our work focuses 

on the time granularity and the unit price, aiming to implement an optimized fine-grained pricing scheme with 

regard to VM-maintenance overhead like VM boot-up cost. For simplicity reasons, the cloud resource bundle 

mentioned in our paper is referred to as VM instance similar to EC2 on-demand instance. Spot Price 

Determiner: It keeps track of the incoming demand and the presently running request. By this data we can 

calculate the spot price.  Price Configure: It helps the operator to set the price, by controlled arrival process and 

departure process. Price Calculator: It helps to compare the total amount benefited as the result of Dynamic 

cloud pricing, price calculator compare the current market price with user demand price and finally it provide 

the total revenue price. 
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Fig 1: System architecture for Dynamic Cloud pricing. 

 

IV. Algorithm 
Algorithm: Utilization of partial usage waste time by optimized fine-grain pricing scheme. 

Input: User u’s all jobs length Lu(i), billing cycle BFPu,k for all jobs of user u. 

Output: Acceptance of maximum price by users MaxPu,k and maximum social welfare MaxW and best   fit 

billing cycle BF. 

1. Calculate Cost u,60 for all users jobs by instantly pricing(minutes) 

2. While, billing cycle for all users Uk do 

3. Calculate all u’s jobs time with MaxPu,k fine-grain billing cycle 

4. Calculate MaxW and select BFPu,k 

5. For all billing cycle K do 

6. Calculate total cost Cost u,k for all jobs with optimal price 

7. Profit credit to respective user and provider  

8. Calculate social welfare MaxW and best fit billing cycle BF 

9. End For 

10. BFP u,k => BFi = MaxW. 

Best fit profit of user on used time to respective best fit cycle as a maximum social welfare. 

 

V. Comparison Between Course-Grained And Optimize Fine Grained 
The designed optimized fine-grained pricing scheme should also satisfy providers, yet providers may 

undergo higher overheads due to greater pricing rates. In typical coarse-grained pricing scheme, the provider 

will undergo to manage VM instance every one hour service. In the optimized fine-grained pricing scheme, the 

provider may suffer higher overhead due to more frequent context switch among VM instances. We use an 

example to highlight the difference between the two pricing schemes in Fig. 2.the provider will suffer higher 

loss of payment in the second pricing scheme with finer granularity due to more frequent VM overheads 

appearing in the whole service time. 

 
Fig 2 Cloud Time allocation 

 

VI. Conclusion 
The proposed optimized fine grained pricing schemes recognize, learn and provide dynamic solution. 

And to reduce the partial usage waste problem in cloud computing by analyzing its implication with real-world 

traces. We intend an optimize fine-grained pricing model to resolve the partial usage waste problem, with regard 

to the predictable VM maintenance in the clouds, and discover a best-fit billing cycle to exploit the social 
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welfare. By applying the functional premise in finances, we originate an optimal price to assure equally 

customers and providers with maximized total functions. We appraise our optimized pricing model by using two 

extensive production traces, with association to the standard coarse-grained hourly pricing-model. 
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