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ABSTRACT:- In this paper proposes new strategies for object tracking initialization using automatic moving 

object detection based background subtraction. The new strategies are integrated into the real-time object 

tracking system. The proposed background model updating technique and adaptive thresholding are used to 

produce a foreground object mask for object tracking initialization. Traditional background subtraction 

technique detects moving objects by subtracting the background model from the current image. Compare to 

various common moving object detection technique, background subtraction segments foreground objects more 

accurately and detects foreground objects even if they are non moving. However, one drawback of traditional 

background subtraction is that it is vulnerable environmental changes, for instance, gradual or fast illumination 

changes. The reason of this disadvantage is that it assumes a static background, and therefore a background 

model update is needed for dynamic backgrounds. The most important challenges are how to update the 

background model, and how to find out the threshold for classification of foreground and background pixels. 

The proposed technique is to determine automatically and dynamically depending on the intensities of the pixels 

within the current frame and a technique to update the background model with learning rate depending on the 

variations of the pixels within the background model and also the previous frame. This paper additionally 

represented a shape tracking technique to track the moving multiple objects in surveillance video. 

 

Keywords:-  moving object detection, background model, shape tracking. 

 

I. INTRODUCTION 
Visual surveillance has been a very active research topic in the last few years due to the growing 

importance for security in public places. A typical automated visual surveillance system consists of moving 

object detection, object classification, object tracking, activity understanding, and semantic description. Moving 

object detection is not only useful for object tracking initialization for a visual surveillance system, it is always 

the first step of many different computer vision applications, for example, automated visual surveillance, video 

indexing, video compression, and human machine interaction. Since subsequent processes are greatly dependent 

on the performance of this stage, it is important that the classified foregrounds pixels accurately correspond to 

the moving objects of interests. There are a lot of common difficulties and problems encountered when 

performing moving object detection. Some examples of these are illumination change and repetitive motion 

from clutter such as waving tree leaves. Due to these problems with dynamic environmental conditions, moving 

object detection from the background becomes very challenging. The major challenges for background 

subtraction are how to update the background model, and how to determine the threshold for classification of 

foreground and background pixels. The proposed algorithm is to determine the threshold automatically and 

dynamically depending on the pixel intensities of the current frame, and a method to update the background 

model with learning rate depending on the pixel differences between the background model and the previous 

frame. However, the generated background model may not be applicable in some scenes with some specified 

issues, including but not limited to six terms. 

1) Flexibility to illumination change: The background model should adapt to gradual illumination changes. 

2) Dynamic textures change: The background model should be able to adapt to dynamic background 

movements, which are not of interest for visual surveillance, such as moving curtains. 

3) Noise acceptance: The background model should demonstrate appropriate noise immunity. 

4) Susceptible to clutter motion: The background model should not be sensitive to repetitive clutter motion. 

5) Bootstrapping: The background model should be properly generated at the beginning of the sequence. 

6) Expedient implementation: The background model should be able to be set up fast and reliably. 

Video surveillance systems generally track moving objects from one frame to another in an image 

sequence. The tracking algorithms usually have most significant intersection with motion detection during 
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processing. Tracking over time typically involves matching objects in consecutive frames using features such as 

points, lines or blobs. There are also other methods to detect objects using shape based model, finding centroid 

of the target. Objects tracking method is reliable to deal with occlusions, irregular object motions, changing 

appearances by postponing the decision of object trajectories until sufficient information is accumulated over 

time. 

 

II. RELATED WORK 
Albert Torrent et al [1] propose a general framework to simultaneously perform object detection and 

segmentation on objects of different nature. This approach is based on a boosting procedure which automatically 

decides – according to the object properties – whether it is better to give more weight to the detection or 

segmentation process to improve both results. Feng-Yang Hsieha et al[2] propose an effective approach to the 

detection of small objects by employing watershed-based transformation. The proposed detection system 

includes two main modules, region of interest (ROI) locating and contour extraction. In the former module, an 

image differencing technique is first employed on two contiguous image frames to generate rough candidate 

objects appearing in the images. ChengEn Lu et al[3] propose a novel framework for contour based object 

detection from cluttered environments. Given a contour model for a class of objects, it is first decomposed into 

fragments hierarchically. Then, these fragments are grouped into part bundles, where a part bundle can contain 

overlapping fragments. Xingwei Yang et al[4] propose a novel solution by treating this problem as the problem 

of finding dominant sets in weighted graphs. The nodes of the graph are pairs composed of model contour parts 

and image edge fragments, and the weights between nodes are based on shape similarity. Carlos Cuevas , 

Narciso García[5] propose a novel background modeling that is applicable to any spatio-temporal non-

parametric moving object detection strategy. Through an efficient and robust method to dynamically estimate 

the bandwidth of the kernels used in the modeling, both the usability and the quality of previous approaches are 

improved. Furthermore, by adding a novel mechanism to selectively update the background model, the number 

of misdetections is significantly reduced, achieving an additional quality improvement. Alessandro Leone et 

al[6] presents a new approach for removing shadows from moving objects, starting from a frame-difference 

method using a grey-level textured adaptive background. The shadow detection scheme uses photometric 

properties and the notion of shadow as semi-transparent region which retains a reduced-contrast representation 

of the underlying surface pattern and texture. Faisal Bashir, Fatih Porikli[7] presents a set of metrics and 

algorithms for performance evaluation of object   tracking systems. Junda Zhu et al [8] present a novel tracking 

method for effectively tracking objects in structured environments. The tracking method finds applications in 

security surveillance, traffic monitoring, etc. Jong Sun kim [9] propose a red-green-blue color background 

modeling with a sensitive parameter, which is used to extract the moving objects. Kinjal A Joshi et al [10] are 

proposing various object detection and object tracking techniques. 

 

III. MOVING OBJECT DETECTION 
Moving object detection is always the first step of a typical surveillance system. Moving object 

detection aims at extracting moving objects that are interesting out of a background which can be static or 

dynamic. Since subsequent processes are greatly dependent on the performance of this stage, it is important that 

the classified foreground pixels accurately correspond to the moving objects of interests. The three most popular 

approaches to moving object detection are background subtraction, frame differencing, and optical flow.  

Background subtraction is widely used for moving object detection especially for cases where the background is 

relatively static because of its low computational cost. The name “background subtraction” comes from the 

simple technique of subtracting the background model from the current frame to obtain the difference image, 

and by thresholding the difference frame, a mask of the moving object in the current frame is obtained. The 

major drawback of background subtraction is that it only works for static background, and hence background 

model update is required for dynamic background scenes. 

 

 

3.1 Background Model Initialization 

 To detect moving objects using background subtraction, the first step is to obtain the background 

model at the beginning of a sequence. This work assumes that the sequence starts with a background in the 

absence of moving objects. The background model is defined as: 
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𝐵𝑡 𝑥, 𝑦 =
 𝐼𝑡 𝑥, 𝑦 𝐾−1

𝑛=1

𝐾
                                                                (1) 

 

Where 𝐵𝑡 𝑥, 𝑦 is the intensity of pixel (x, y) of the background model, 𝐼𝑛 (x, y) is the intensity of pixel (x, y), t 

represents the frame number, and K is the number of frame used to construct the background model. 

 

3.2 Background Model Update  

After generating the initial background model, the proposed background matching mechanism can be used 

to modify the background image at each frame.  

3.2.1 Reference frame generation: To update the background image without the moving object, the reference 

frame should be calculated at each frame. For each pixel, the reference frame can be calculated as follows: 

 

𝑀𝑡 𝑥, 𝑦 = 𝑀𝑡−1 𝑥, 𝑦 + 𝑠𝑔𝑛 𝐼𝑡 𝑥, 𝑦 − 𝑀𝑡−1 𝑥, 𝑦                  (2) 

 

Where 𝑅𝐹𝑡 𝑥, 𝑦  represents each pixel value of the current reference frame, 𝑀𝑡−1 𝑥, 𝑦 represents each pixel 

value of the past reference frame, and 𝐼𝑡 𝑥, 𝑦  represents each pixel value of the current input frame. Note that 

𝑀𝑡 is initialized by the initial background model at the frame with index K − 1. 

 

3.2.2 Temporal match: Based on reference frame generation, It can easily decide a current set of background 

candidates to update the background model. For each pixel, 𝐼𝑡 𝑥, 𝑦   is regarded as a background pixel if 

𝑀𝑡 𝑥, 𝑦  is equal to 𝐼𝑡 𝑥, 𝑦 . Otherwise, the input pixel is eliminated from the background candidates. 

 

3.2.3 Background modification: After determining the background candidates at each frame, the current 

background model𝐵𝑡 𝑥, 𝑦  can be updated by the following equation: 

 

 

𝐵𝑡 𝑥, 𝑦 = 𝐵𝑡−1 𝑥, 𝑦 + 𝑠𝑔𝑛 𝑀𝑡 𝑥, 𝑦 − 𝐵𝑡−1 𝑥, 𝑦                  (3) 

 

Where 𝐵𝑡 𝑥, 𝑦  represents the current background model, 𝐵𝑡−1 𝑥, 𝑦  represents the previous background model, 

and 𝑀𝑡 𝑥, 𝑦  represents a current set of background candidates, which is equivalent to 𝐼𝑡 𝑥, 𝑦 . 

 

3.2.4 Reference frame modification: Based on temporal match and background modification, each modified 

pixel of the background model can be further used to update the reference frame 𝑀𝑡 𝑥, 𝑦 . Since each pixel of 

the input video frame is strictly matched in terms of determining the background candidates, the background 

model can be updated without the noise pixel of the input image at each frame. Moreover, the reference frame is 

also updated by the modified background pixel. 

 

IV. MORPHOLOGICAL OPERATIONS 
 The motion mask is usually contaminated by a large number of erroneous foreground pixels due to 

image noise, background motion, and camera jitter. Morphology filters are used to remove the noises and holes 

(removing holes is the same as filling small gaps) of the motion mask and segment the objects. The fundamental 

morphological operations are erosion and dilation. 

 

4.1 Dilation: Dilation is the dual of erosion. Each background pixel that is touching an object pixel is changed 

into an object pixel when it is dilated. Dilation adds pixels to the boundary of the object and closes isolated 

background pixel (fills up the holes of the object). An example is shown in Fig.1 (a) and Fig.1 (b).The definition 

of dilation is: 

𝑋 𝑆 =  𝑦𝜖𝑆𝑋𝑦                                                    (4)  
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Fig.1 (a) Before dilation                                                   Fig.1 (b) After dilation 

4.2 Erosion: To erode an image, each object pixel that is touching a background pixel is changed into a 

background pixel, erosion removes isolated background pixel. An example is shown in Fig.2 (a) and Fig.2 (b). 

The definition of erosion is 

𝑿𝚯𝑺 =  𝒚𝝐𝑺𝑿𝒚                                                    (𝟓) 

                      
Fig.2 (a) Before erosion                                                     Fig.2 (b) After erosion 

In equations (4) and (5), X and S to denote sets in n-dimensional space and y denote position vector in that 

space. 

 

4.3 Opening: Opening is erosion followed by a dilation operation. Opening removes small islands and thin 

filaments of object pixels. It is used to remove fine object, separate a target from fine points, and smooth a 

boundary without changing the area or shape. The definition of opening is 

 

𝑶𝒑𝒆𝒏𝒊𝒏𝒈 𝑴 = 𝑫𝒊𝒍𝒂𝒕𝒊𝒐𝒏 𝑬𝒓𝒐𝒔𝒊𝒐𝒏 𝑴          (𝟔) 

                                          

4.4 Closing: Closing is a dilation operation followed by an erosion operation. Closing removes islands and thin 

filaments of background pixels. It fills small holes within objects, and joins the neighboring objects without 

changing the area or shape. 

 

𝑪𝒍𝒐𝒔𝒊𝒏𝒈 𝑴 = 𝑬𝒓𝒐𝒔𝒊𝒐𝒏 𝑫𝒊𝒍𝒂𝒕𝒊𝒐𝒏 𝑴          (𝟕) 

 

A morphological operation analyzes and manipulates the structure of an image by marking the locations where 

the structuring element fits. In mathematical morphology, neighborhoods are, therefore, defined by the 

structuring element, i.e., the shape of the structuring element determines the shape of the neighborhood in the 

image. 

 

V. OBJECT TRACKING 
Object tracking is the important issue in human motion analysis. It is higher level computer vision 

problem. Tracking involves matching detected foreground objects between consecutive frames using different 

feature of object like motion, velocity, color, texture. Object tracking is the process to track the object over the 
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time by locating its position in every frame of the video in surveillance system. It may also complete region in 

the image that is occupied by the object at every time instant. In tracking approach, the objects are represented 

using the shape or appearance models. The model selected to represent object shape limits the type of motion. 

For simplicity, this work model moving objects as rectangles. Each object is associated with an appearance 

model and a dynamic model. At each new frame, the approach predicts the objects position with its dynamic 

model. Appearance model is used to differentiate objects when they are merged. A new object is formed when a 

blob has no match with current hypotheses. A track ends when it has no blob similar for more than a set number 

of frames. However, if multiple objects are combined in one blob from the beginning to the end, the blob tracker 

cannot segment them. The moving objects with quite small size are classified as pedestrians; the others to be 

vehicles.Fig.3 illustrate tracking multiple objects. 

 

        
 

                                                                                          
Fig. 3 Tracking different objects 

 

VI. PERFORMANCE MEASURE 
 In this paper, to propose a set of metrics that compares the output of motion tracking systems to a 

Ground Truth in order to evaluate the performance of the systems. Before the evaluation metrics are introduced, 

it is important to define the concepts of spatial and temporal overlap between tracks, which are required to 

quantify the level of matching between ROI of Ground Truth (GT) tracks and ROI of Tracked Truth, both in 

space and time. The spatial overlap is defined as the overlapping level between 𝑅𝑂𝐼𝑇 and 𝑅𝑂𝐼𝐺 . The region 

overlapping between the ground truth value and the tracked truth value is shown in shaded region. The 

quantitative evaluation is used to find the rate of success and location error with the reference of object centre. 

The rate of success and score is defined as given in equation (8). 

   𝑺𝒄𝒐𝒓𝒆 = 𝑨𝒓𝒆𝒂 𝑹𝑶𝑰𝑻 𝑹𝑶𝑰𝑮 

𝑨𝒓𝒆𝒂 𝑹𝑶𝑰𝑻 𝑹𝑶𝑰𝑮 
                                   (8) 

Where, 𝑅𝑂𝐼𝑇   is the tracked truth bounding box and 𝑅𝑂𝐼𝐺  is the ground truth bounding box .In computer 

vision field, object’s edge is usually identified as the area of pixels that contrasts with its neighbor pixels or area 

of pixels motion. After getting the edge of the object, the height of the object can be measured by subtracting the 

top left pixel position of the rectangle and bottom left pixel position of the rectangle. The width of the object can 

be measured by subtracting the top left pixel position of the rectangle and top right pixel position of the 

rectangle. The performance is measured by comparing the Tracked Truth (TT) with the Ground Truth (GT), 

with their Region of Interest (ROI) values. The Region of Interest is found by multiplying the height(x) and 

width(y) of the bounding box. The score is found by finding area of intersection and union for both Ground truth 
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value and Tracked truth value, and the area of intersection is divided by area of union, to find the total score. 

The rate of success is computed in all frames, where this score > 0.5 in each frame is considered as a success. 

Table 1illustrate the success rate. 

Sequence 

Number 

Hand 

shaking 

Hugging Kicking Pointing Punching Pushing 

1 0.6 0.5 0.5 0.3 0.7 0.5 

2 0.3 0.3 0.2 0.3 0.3 0.2 

3 0.5 0.6 0.3 0.3 0.5 0.5 

4 0.4 0.3 0.7 0.2 0.3 0.2 

5 0.4 0.5 0.4 0.2 0.6 0.4 

 

Table.1 Rate of success in object tracking based on equation (8) 

 
 

VII. CONCLUSION AND FUTURE WORK 
In this paper, it describes the framework of the video surveillance system and provides the algorithms 

and implementation results of the current work on multi-person tracking. It is done by doing background 

subtraction and extracting the foreground object, using the extracted foreground object the object containing 

motion alone is detected and tracked.  This system works well in real-time situations. It can be used in large 

number of applications particularly in anti crime systems. It can track multiple persons in the camera’s field of 

view accurately and the performance is higher. In future this work will be handling the occlusion problem based 

on assigning unique ID for each object.  
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