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ABSTRACT: To achieve high productivity in publishing the web pages are automatically methods 

such as clustering and classification and badly impact the performance and re-sources of tools that 

processes the web pages. Thus, the template detection techniques have received a lot of attention to 

improve the performance of search engines, clustering and classification of web documents. Here, 

project is presenting the approach to detect and extract the templates from heterogeneous web 

documents and cluster them into different group. The pages belong to each group should possess the 

same structure evaluated using common templates with contents. The templates are considered 

harmful because they compromise the relevance judgment of many web information retrieval and web 

mining. 

Keywords: Clustering, Minhash, Minimum Description Length Principle, Template Extraction. 

 

1. INTRODUCTION 

As the amount of information on the web grows, there is an increasing demand for software 

that can automatically process and extract information from web pages. Many pages on the web today 

are dynamically generated, whereby data from a database fill templates to generate HTML. Even 

though the underlying data on such web pages is structured, the resulting transformation to HTML 

adds formatting and layout noise making the original data much harder to access by automated 

programs. 

     Web information extraction is the field of discovering automated methods for extracting 

information from web pages. One of the grand goals of web information extraction is to develop 

methods that can automatically convert human-readable formatting into machine understandable data 

structures in a completely unsupervised manner. The state of the art information extraction 

technologies can learn from human labeled examples to automatically extract data specific to a single 

type of web page. This is done by learning surface features of the page and inducing an extraction 

pattern specific to that page type. However, there are still no systems robust enough to generalize web 

data extraction to an entire gamut of web pages (thus opening the possibility of completely 

unsupervised extraction from new types of pages with no human labeled examples). The aim of this 

thesis is to demonstrate a system that strives to realize that goal. 

 

II. PROPOSED SYSTEM 

In order to alleviate the limitations of the state-of-the-art technologies, we investigate the 

problem of detecting the templates from heterogeneous web documents and present novel algorithms 

called TEXT (auTomatic tEmplate eXTraction). We propose to represent a web document and a 

template as a set of paths in a DOM tree. Our goal is to manage an unknown number of templates and 

to improve the efficiency and scalability of template detection and extraction algorithms. To deal with 

the unknown number of templates and select good partitioning from all possible partitions of web 

documents, we employ Rissanen’s Minimum Description Length (MDL) principle. In order to 

improve efficiency and scalability to handle a large number of web documents for clustering, we 

extend MinHash. While the traditional MinHash is used to estimate the Jaccard coefficient between 
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sets, we propose an extended MinHash to estimate our MDL cost measure with partial information of 

documents. 

 

III.  MODULE DESCRIPTION 

3.1 Document Collection and DOM 

We collect the HTML documents as input. The DOM defines a standard for accessing 

documents, like HTML and XML. The DOM presents an HTML document as a tree structure. The 

entire document is a document node, every HTML element is an element node, the texts in the HTML 

elements are text nodes, every HTML attribute is an attribute node, and comments are comment 

nodes. 

3.2 Essential Paths and Matrix 

Given a web document collection D ={d1, d2, . . . , dn}, we define a path set PD as the set of all paths in 

D. Note that, since the document node is a virtual node shared by every document, we do not consider 

the path of the document node in PD. The support of a path is defined as the number of documents in 

D, which contain the path. For each document di, we provide a minimum support threshold tdi . 

3.3 Agglomerative with MINHASH (TEXT-HASH) 

In our problem, although we take only essential paths, the dimension of Ei is still high and the number 

of documents is large. Thus, the O(n
2
s) complexity of TEXT-MDL is still expensive. In order to 

alleviate this situation, we will present how we can estimate the MDL cost of a clustering by MinHash 

not only to reduce the dimensions of documents but also to find quickly the best pair to be merged in 

the MinHash signature space. It is the agglomerative clustering algorithm with MinHash signatures. 

To compute the MDL cost of each clustering quickly, we would like to estimate the probability that a 

path appears in a certain number of documents in a cluster. However, the traditional MinHash was 

proposed to estimate the Jaccard’s coefficient. Thus, given a collection of sets X = {S1, . . .  Sk}, we 

extend MinHash to estimate the probabilities needed to compute the MDL cost.  

3.4 Agglomerative with Extended MINHASH (TEXT-MAX) 

When we merge clusters hierarchically, we select two clusters which maximize the reduction of the 

MDL cost by merging them. Given a cluster ci, if a cluster cj maximizes the reduction of the MDL 

cost, we call cj the nearest cluster of ci. In order to efficiently find the nearest cluster of ci, we use the 

heuristic 1. By using Heuristic 1, we can reduce the search space to find the nearest cluster of a cluster 

ci. The previous search space to find the nearest cluster of ci was the same as the number of current 

clusters. But, using Heuristic 1, the search space becomes the number of clusters whose Jaccard’s 

coefficient with ci is maximal. The Jaccard’s coefficient can be estimated with the signatures of 

MinHash and clusters whose Jaccard’s coefficient with ci is maximal can be directly accessed in the 

signature space. 

Heuristic1: 

∩ 𝑑𝑘 ∈  𝐷𝑖 ∪ 𝐷𝑗  𝐸(𝑑𝑘)

∪ 𝑑𝑘 ∈  𝐷𝑖 ∪ 𝐷𝑗  𝐸(𝑑𝑘)
 

 3.5 MINHASH with Dice's coefficient  

When we merge clusters hierarchically, we select two clusters which maximize the reduction of the 

MDL cost by merging them. Given a cluster ci, if a cluster cj maximizes the reduction of the MDL 

cost, we call cj the nearest cluster of ci. In order to efficiently find the nearest cluster of ci, we use the 

heuristic 1. By using Heuristic 1, we can reduce the search space to find the nearest cluster of a cluster 

ci. The previous search space to find the nearest cluster of ci was the same as the number of current 

clusters. But, using Heuristic 1, the search space becomes the number of clusters whose DICE 

coefficient with ci is maximal. The DICE coefficient can be estimated with the signatures of MinHash 

and clusters whose DICE coefficient with ci is maximal can be directly accessed in the signature 

space. 

Heuristic 1 (DICE Coefficient):𝑠 =
2|S1∩S2|

 𝑆1 +|𝑆2|
 

3.6 Estimating & Comparing COST 
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Estimate the final cluster cost in each Algorithm. In TEXT-HASH & TEXT-MAX using approximate 

MDL cost model. Compare the MDLCOST of all models. 

IV.  IMPLEMENTATION DIAGRAM 

 
Figure1: System Architecture 

 

V. CONCLUSION AND FUTURE WORK 

We used template detection and extraction in heterogeneous web pages. We cluster the 

documents based on the template used in the web documents. We also extract the data used in the web 

pages. By using this web pages are fully studied and their contents are compared and extracted. 

     Although extracting templates from heterogeneous web pages needs large time to extract and 

detect, so we have to reduce the time cost .Even though efficiency is increased in our project we not 

attain the full efficiency or near to full efficiency. So we have to concentrate to increase the efficiency 

and scalability. 

     The high cost of the manual creation of metadata for a large collection implies a great demand on 

tools for automatically extracting metadata from a collection. However, existing automatic metadata 

extraction approaches have limitations on working with a large heterogeneous collection. This 

dissertation has proposed a template-based approach to automate the task of extracting metadata from 

a large legacy collection. 
     The template-based approach first classifies documents into groups, and then creates a template for 

each group. In this way, a heterogeneous collection is converted to a set of homogeneous sub-

collections. Templates are written in a designed language, which can be understood by the metadata 

extraction code. As such, the template-based approach should be able to work with different 

collections. Ideally, by creating new templates, the template-based approach should work with new 

kinds of documents that are added to a collection over time or be adapted to a different collection 

without changing the metadata extraction code. 

     One possible enhancement is to integrate metadata from different kinds of pages. A document may 

have more than one page containing metadata. 

     Another possible development is to extend our metadata extraction code to work with a hierarchy 

document structure instead of working on the line level only. The feature set and rule language could 

be also improved.  
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