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Abstract: For algebraic method to find the minimum point and value of inventory models, we derive the criterion to guarantee the existence and uniqueness of the interior optimal solution. Our findings will help researchers and practitioners apply inventory models in their research without referring to partial derivatives of calculus.
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I. Introduction

Grubbström (1996) is the first author to apply algebraic method to solve inventory models without using calculus. Following this trend, Grubbström and Erdem (1999), Cárdenas-Barrón (2001), Chang (2004), Ronald et al. (2004), Chang et al. (2005), Lan et al. (2007), Cárdenas-Barrón (2010), Xiao et al. (2010), Tuan and Himalaya (2016), Lin et al. (2017) developed many useful algebraic method to revise previous results. We pay attention on Chang et al. (2005) that raised an open question. Up to now, Chang et al. (2005) had been referred more than 70 times. However, except Lau et al. (2016), the rest papers did not provide a reply to the open question proposed by Chang et al. (2005). We have carefully examined Lau et al. (2016) to find out that there are several questionable findings in their article. The purpose of our paper is to present a revision for Lau et al. (2016) and then provide our new findings.

II. Review of original problem

To provide a background for the algebraic method, we first recall the ordinary approach to use calculus to solve this problem.

Our goal is to find the minimum of

$$K(U,S) = \frac{AD}{U} + \frac{IC(U - S)^2}{2U} + \frac{\pi bS^2}{2U} + \frac{D\pi S}{U} + \frac{D\pi bS}{U}$$

with $$U \geq S \geq 0$$ and $$U > 0$$.

To simplify the expression, we assume that $$\alpha = IC + \pi b$$ and $$\beta = D(\pi + \pi b)$$, and then we can rewrite the objective function as

$$K(U,S) = \frac{AD}{U} + \frac{IC}{2U} - ICS + \frac{\alpha S^2 + 2\beta S}{2U}.$$ (2)

From Equation (2), we can compute $$\frac{\partial}{\partial U} K(U,S)$$ and $$\frac{\partial}{\partial S} K(U,S)$$, and then we solve the system of

$$\frac{\partial}{\partial U} K(U,S) = 0$$ and $$\frac{\partial}{\partial S} K(U,S) = 0$$ to imply that

$$ICS = \alpha S + \beta,$$ (3)

and

$$ICS^2 = 2AD + \alpha S^2 + 2\beta S.$$ (4)

From Equation (3), we know that

$$U = (\alpha S + \beta)/IC.$$ (5)

We plug the result of Equation (5) into Equation (4) to yield that

$$\alpha \pi bS^2 + 2\beta \pi bS = 2ADIC - \beta^2.$$ (6)

To satisfy the restriction of $$S \geq 0$$, we find the condition of

$$2ADIC - \beta^2 \geq 0.$$ (7)
We recall that through calculus we are solving for the interior minimum such that $S > 0$ such that for the first partial derivative system of Equations (3) and (4), we find the condition as

$$2AD - \beta^2 > 0. \quad (8)$$

We use Equation (3) again to find another relation

$$S = \frac{(ICU - \beta)}{\alpha} \quad \text{(9)}$$

To plug the finding of Equation (9) into Equation (4) to derive that

$$IC\beta U^2 = 2\alpha AD - \beta^2. \quad (10)$$

Under our restriction of $2AD - \beta^2 > 0$, we know that

$$2\alpha AD - \beta^2 = 2(\alpha + \pi\beta)AD - \beta^2 > 0 \quad (11)$$

such that

$$U = \sqrt{\frac{2\alpha AD - \beta^2}{IC\beta}}. \quad (12)$$

We plug our finding of Equation (12) into Equation (9) to imply that

$$S = \frac{1}{\alpha} \sqrt{\frac{IC}{\beta}} \sqrt{2\alpha AD - \beta^2} - \frac{\beta}{\alpha}. \quad (13)$$

To verify that $S > 0$ for the expression of Equation (13),

$$\frac{IC}{\beta}(2\alpha AD - \beta^2) > \beta^2 \quad (14)$$

that is

$$2\alpha ADIC > (IC + \pi\beta)\beta^2 \quad (15)$$

which is our condition of Equation (8).

To verify that $U \geq S$ for our derivation, we compute that

$$\alpha(U - S) = (\alpha - IC)U + \beta = \pi\beta U + \beta \quad (16)$$

such that we derive that $U > S$.

We summarize our findings in the next lemma.

**Lemma 1.** If $2AD - \beta^2 > 0$, then the minimum solution is expressed as

$$U^* = \sqrt{\frac{2\alpha AD - \beta^2}{IC\pi\beta}}. \quad (17)$$

and

$$S^* = \frac{1}{\alpha} \sqrt{\frac{IC}{\beta}} \sqrt{2\alpha AD - \beta^2} - \frac{\beta}{\alpha}. \quad (18)$$

Next, we consider the minimum solution under the condition $2AD - \beta^2 \leq 0$. From Equation (6), we know that the first partial derivative system does not have solutions such that the minimum must occur on the two boundaries: (a) $S = 0$, and (b) $U = S$.

Along the boundary $S = 0$, the objective function

$$K(U, S = 0) = \frac{AD}{U} + \frac{IC}{2}U \quad (19)$$

to imply the minimum point $U^* = \sqrt{2AD/IC}$ with the minimum value

$$K(U^*, S = 0) = \sqrt{2ADIC}. \quad (20)$$

Along the other boundary $U = S$, the objective function
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\[ K(U, S = U) = \frac{AD}{U} + \frac{\beta b}{2} U + \beta. \]  \hspace{1cm} (21)

to yield the minimum point \( U^* = \sqrt{2ADb} \) with the minimum value

\[ K(U^*, S^* = U^*) = \sqrt{2ADb} + \beta. \]  \hspace{1cm} (22)

We compare two local minimums \( K(U^*, S^* = U^*) \) with \( K(U^*, S = 0) \) on the two boundaries, under the condition \( 2ADIC - \beta^2 \leq 0 \) to imply that \( K(U^*, S = 0) \) is the global minimum. We list our findings in the next lemma.

**Lemma 2.** If \( 2ADIC - \beta^2 \leq 0 \), then the minimum point is \( U^* = \sqrt{2ADIC} \), and \( S^* = 0 \).

We combine our derivations in the following theorem.

**Theorem 1**

If \( 2ADIC - \beta^2 > 0 \), then the minimum solution is expressed as the interior solution of the first partial derivatives as Equations (17) and (18).

If \( 2ADIC - \beta^2 \leq 0 \), then the minimum point is degenerated to the boundary as \( U^* = \sqrt{2ADIC} \), and \( S^* = 0 \).

### III. Review of recent finding

Recently, there is a paper, Lau et al. (2016), that tried to solve the minimum problem of the following objective function,

\[ f(x) = \sqrt{ax^2 + bx + c} - x, \]  \hspace{1cm} (23)

with minimum point, \( x^* \in (0, \infty) \) and minimum value, \( f(x^*) > 0 \).

The goal is to find criterion to guarantee the existence for the above problem.

Lau et al. (2016) wanted to ensure that \( \sqrt{ax^2 + bx + c} \) is meaningful that is \( ax^2 + bx + c \geq 0 \). Lau et al. (2016) claimed that \( a \geq 0 \), and \( b^2 - 4ac \leq 0 \).

We cited their findings as follows: Equations (20) and (21) of Lau et al. (2016)

\[ x = \frac{-4b(a-1) \pm \sqrt{16(a-1)(4ac-b^2)}}{8a(a-1)}. \]  \hspace{1cm} (24)

To derive a positive value for \( x \), we find a necessary condition that

\[ x = \frac{-b + \sqrt{4ac-b^2}}{2a}. \]  \hspace{1cm} (25)

**Reproduction for Theorem 2 of Lau et al. (2016).**

If \( a > 1, b \leq 0, c > 0 \) and \( 4ac > b^2 \), then the minimum solution \( x^* \) is expressed as Equation (25).

If \( a > 1, b > 0, c > 0 \) and \( 4c > b^2 \), then the minimum solution \( x^* \) is expressed as Equation (25).

However, we must point out that the minimum problem of \( f(x) = \sqrt{ax^2 + bx + c} - x \) is considered for the domain \( x \in (0, \infty) \).

The conditions of \( a \geq 0, \) and \( b^2 - 4ac \leq 0 \) is to guarantee \( ax^2 + bx + c \geq 0 \) for \( x \in (-\infty, \infty) \) which is beyond the original domain of \( x \in (0, \infty) \).
We can provide an example as \( f_1(x) = \sqrt{x^2 + 6x + 1} - x \), with \( a = 1 \), \( b = 6 \), and \( c = 1 \) such that \( b^2 - 4ac > 0 \).

We compute that \( f_1'(x) = \left(x + 3 - \sqrt{x^2 + 6x + 1}\right)/\sqrt{x^2 + 6x + 1} > 0 \), for \( x > 0 \) so the inferior value is \( \lim_{x \to 0^+} f(x) = 1 \), such that the original minimum problem will not have interior minimum, and then the minimum will be attained on the boundary as we discussed in Lemma 2 and Theorem 1.

From the above discussion, we can conclude that Lau et al. (2016) obtained their restriction of \( b^2 - 4ac \leq 0 \) based on \( x \in (-\infty, \infty) \) that is a false derivation procedure for their minimum problem.

IV. Our improvement

In this section, we will provide an improvement for Lau et al. (2016) under the restriction to locate the minimum solution for interior domain. We find that

\[
\frac{g(x) - h(x)}{h(x)} = \frac{g(x)}{h(x)} \quad (26)
\]

and

\[
\frac{g'(x) - h'(x)}{h'(x)} = \frac{g'(x)}{h'(x)} = \frac{2(4ac - b^2)}{h^3(x)} \quad (27)
\]

where \( g(x) = 2ax + b \) and \( h(x) = 2\sqrt{ax^2 + bx + c} \).

We evaluate

\[
g^2(x) - h^2(x) = 4a(a-1)x^2 + 4b(a-1)x + b^2 - 4c. \quad (28)
\]

We rationalize the numerator to rewrite \( f(x) \) as follows

\[
f(x) = \frac{(a-1)x^2 + bx + c}{\sqrt{ax^2 + bx + c} + x} \quad (29)
\]

To imply that \( a \geq 1 \) to guarantee \( f(x) \geq 0 \).

From \( \lim_{x \to 0^+} f(x) = \sqrt{c} \), we have \( c \geq 0 \). If \( c = 0 \), then \( x^* \to 0^+ \) that is a special case for the original inventory model because when \( B^* \to 0^+ \) that is no shortage is allowed and then \( f(Q, B) \) is degenerated to the boundary case as \( f(Q, B = 0) \).

If we assume that \( c > 0 \), then we begin to show that \( a = 1 \) is unreasonable.

We will divide into three cases: \( b^2 - 4c < 0 \), \( b^2 - 4c = 0 \), and \( b^2 - 4c > 0 \).

When \( a = 1 \) and \( b^2 - 4c < 0 \), we know that \( f'(x) < 0 \) then the minimum point \( x^* \to \infty \) that does not satisfy the original requirement for \( x^* \in (0, \infty) \).

When \( a = 1 \) and \( b^2 - 4c = 0 \), we further divide into two scenarios: \( b = 2\sqrt{c} \) and \( b = -2\sqrt{c} \).

When \( a = 1 \) and \( b = 2\sqrt{c} \), \( f(x) = (x + \sqrt{c})^2 - x = \sqrt{c} \) is a constant function. Hence, the minimum problem becomes trivial.

When \( a = 1 \) and \( b = -2\sqrt{c} \), we evaluate that
\[ f(x) = |x - \sqrt{c}| - x = \begin{cases} -\sqrt{c}, & \text{if } x \geq \sqrt{c} \\ \sqrt{c} - 2x, & \text{if } x < \sqrt{c} \end{cases} \]  \tag{30}

such that the minimum value is \(-\sqrt{c}\) that is unreasonable.

When \(a = 1\) and \(b^2 - 4c > 0\), we know that \(f'(x) > 0\) then the minimum point \(x' \to 0^+\) that does not satisfy our requirement for \(x' \in (0, \infty)\).

Based on our above discussion, we will assume that \(a > 1\) in the following.

For \(a > 1, c > 0\), we will divide our analysis into three cases: \(4ac - b^2 < 0\), \(4ac - b^2 = 0\) and \(4ac - b^2 > 0\).

For \(a > 1, c > 0\), and \(4ac - b^2 < 0\), since \(f''(x) < 0\), we know that \(f'(x)\) is a decreasing function. We compute that

\[ \lim_{x \to \infty} f'(x) = \lim_{x \to \infty} \frac{2a + (b/x)}{2\sqrt{a + (b/x) + (c/x^2)}} - 1 = \sqrt{a} - 1 \]  \tag{31}

to imply that \(f'(x) > 0\) and then \(f(x)\) is an increasing to have minimum point \(x' \to 0^+\) that is an unreasonable result for the interior minimum seeking.

For \(a > 1, c > 0\), and \(4ac - b^2 = 0\), we have to divide into two cases: \(b = 2\sqrt{ac}\) and \(b = -2\sqrt{ac}\).

If \(a > 1, c > 0\), and \(b = 2\sqrt{ac}\), then \(f(x) = (\sqrt{a} - 1)x - \sqrt{c}\) to have \(x' \to 0^+\) that is an acceptable result.

If \(a > 1, c > 0\), and \(b = -2\sqrt{ac}\), then

\[ f(x) = \begin{cases} (\sqrt{a} - 1)x - \sqrt{c}, & \text{for } x \geq \sqrt{c/a} \\ \sqrt{c} - (1 + \sqrt{a})x, & \text{for } x < \sqrt{c/a} \end{cases} \]  \tag{32}

such that the minimum \(x' = \sqrt{c/a}\) and \(f'(x') = -\sqrt{c/a}\) that is not an acceptable result to derive a negative value for the minimum cost of an inventory model.

Consequently, in the rest discussion, we will assume that \(a > 1, c > 0\), and \(4ac - b^2 > 0\). Hence, we summarize our derivation in the next theorem.

**Theorem 2.**

For the existence and uniqueness of an interior minimum, we show the necessary conditions as \(a > 1, c > 0\), and \(4ac - b^2 > 0\).

Next, we recall Equation (24), and then we need to divide the problem into two cases: \(b \geq 0\) and \(b < 0\).

For \(b \geq 0\), based on Equation (24), and the existence of an interior minimum, we need \(16(a - 1)(4ac - b^2) > 16b^2(a - 1)^2\), and then we simplify the expression to derive \(4c > b^2\).

For \(b < 0\), based on Equation (24), and the uniqueness of an interior minimum, we need \(-4b(a - 1) - \sqrt{16(a - 1)(4ac - b^2)} < 0\) to derive that \(4c > b^2\).

Therefore, Theorem 2 of Lau et al. (2016) contained questionable results. Hence, we provide a revision as follows.
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Theorem 3
For the existence and uniqueness of an interior minimum, we obtain the necessary conditions as $a > 1$ and $4c > b^2$ with the minimum point, $x^*$ of Equation (25).

V. Conclusion
We not only improved several questionable results of Lau et al. (2016), but also provided our new findings that will help researchers realize how to apply algebraic method for inventory models under predesigned conditions.
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