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Abstract  
Regression-based approximation of practical-based measurement observation is of great interest in physical 

sciences and telecommunication system engineering. This paper considers and appraise the performance 

application of three least square regression methodsfor electromagnetic field strength data estimation analysis. 

The three regression methods, which includes the ordinarylinear regression, ridge regression and lasso 

regression, algorithms were implemented with matlab 2018a software and compared to examine their 

regression fittingefficacies and scalability on different electromagnetic field strength data sample sizes. It was 
observed in terms of first order statistics that ridge regression outperformed slightly the lasso regression and 

the ordinarylinear regression at lower field strength samples sizes.For example, in terms mean square error, 

while the ridge method attained 3.33 and 2.25 dB values in site 1 and site 2 for field strength data size of 30,  

the lasso and the ordinary linear methods scored 3.70 and 3.71dB in site  1and 3.27 and 3.26 dB values in site 2 

respectively. However, the regression fitting accuraciesof the three regression methods behaved same as the 

field strength data sizes increases to 120.This could also imply that ridge regression is a better regression 

method for prognostic estimation of field data of smaller sizes. 
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I. Introduction 
Regression trend analysis remained a distinctive statistical method of conducting prognostic 

datamodelling and analysis in many scientific and none scientific fields such as physical science, biological 

sciences, social sciences, chemical sciences and engineering. In these various fields, the analyst may perhaps be 

engrossed in modelling and estimating the trend pattern in training data set or predicting responses for future 

data set. However, identifying the right regression model to choose from a host of available ones plus the ability 
select their input variables in order make good prognostic estimations is a challenging task owing to complex 

relations between models and input variables [1][2]. For example, in cellular telecom networks, field drive tests 

or work tests are routinely conducted to examine and characterize quality of the field signal strength in temporal 

and spatial domain.The resultant outcome are usually employed for useful decision making process during the 

re-planning and optimisation of the networks. 

There exist numerous regression models have been engaged by different researchers for diverse 

investigative studies in literature. In [3], the influence of temperature on myocardial infarction in Wales and 

England using time series linear regression is presented. In [4], a penalized partial least squares regression 

methodwith specific usagefor b-spline transformations application and functional data is presented.  In [5]-[12], 

the researchers employed least square regression and absolute least deviation regression methods to model and 

perform predictive analysis of signal attenuation and propagation loss pattern in telecommunication networks 
and wireless local area networks. 

This study focused on the application of the linear, ridge and lasso regression modelling techniques to 

estimate measured field strength data variability trend. The lasso and ridge models have been employed to 

measured field strength data of different sizes, ranging from 30 to 120 acquired from two transmitting eNodeB 

LTE cell sites in a typical urban environment. 

 

Ordinary Linear, Ridge and Lasso Regression 

The introduction of the least squares method, which isformally accredited to  Gauss (1795) [13],grew 

out of the fields of geodesy and astronomy as scientists were trying to provide clearand perfect interpretation of 

how the celestial bodiesbehave. Till date, its applications in different fields knows no bound.  

https://en.wikipedia.org/wiki/Carl_Friedrich_Gauss
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The method of the ridge regression was first introduced by Hoerl and Kennard, (1970)[14]. In ridge regression, 

the loss functions are augmented minimizing the squared sum residuals at the expense of adding 

biasregularization parameter  , subject to the constraints. That is: 
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The term ‘lasso’ stands for Least Absolute Shrinkage and Selection Operator;it was introduced in a publication 

by Tibshirani, (1996) [15]. Lasso regression, is somewhat conceptually and hypothetically similar to ridge 

regression, as a penalty is added for non-zero coefficients. However, lasso penalizes the sum of their absolute 

values, unlike ridge regression which penalizes sum of squared coefficients. Thus, the lasso regression can be 

expressed by:  
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From equation (2) and (3), it is clear that the ridge regression method utilizes 
2

2
    penalty, while the Lasso 

utilizes penalty    . 

In terms of Lagrangian formulation, equations (2) and (3) can be written as: 
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Empirical Data 

In this paper, we will be employing the field strength data for least square, ridge and lasso regression 

analysis. The field strength was obtained based on local mean power measured at the receiver with dedicated 
TEMS investigation drive test tools. The power measurement campaign was conducted at 2600 MHz band 

different routes round two LTE eNodeB transceivers, in the waterline area of Port Harcourt, Nigeria. The 

heights of the two eNodeB transceivers were 30 m and 32m the ground surface, respectively. In order facilitate a 

relatively steady speed of about 36 km/h, the drive test measurements were conducted at weekends. On this 

speed, temporal and spatial resolution at about 0.25λ was objectified between measurement intervals. The field 

strength is directly related to the acquired local mean power at the receiver based on the following expressions 

[16]: 
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Empirical Results and Analysis 

To build the linear, lasso and ridge regression models for the field strength analysis, we useMatlab 

2018a software. To evaluate and compare the results of linear, lasso and ridge regression performance, this 

study use five errors estimation metrics. They include mean absolute error (MAE), maximum absolute error 

(MaxMAE), standard deviation error, root mean squared error (RMSE), mean absolute percentage error 
(MAPE) and coefficient of coefficient (R). To determine the effect of each regression method on data size, the 

field strength data was also divided into four sizes each (i.e., N=30, 60, 90,120).  The graphs in figures 1 to 25 

are provided display the correlation fits of each regression method to the measured field strength data as a 

function between the measurement distances from the eNodeB transmitters. From the results summary in tables 

1 and 2, it was observed in terms of first order statistics that ridge regression performed slightly better ordinary 

least square, andlasso regression egression at lower field strength samples sizes. For example, in terms MAE, 

while the ridge method attained 3.33 and 2.25 dB values in site 1 and site 2 for field strength data size of 30,  the 

lasso and the ordinary least square methods scored 3.70 and 3.71dB in site and 3.27 and 3.26 dB values in site 2 

respectively. However, the regression fittingaccuraciesof the three regression methods behaved same as the field 

strength data sizes increases to 120 data sizes.This could also imply that ridge regression is a better regression 

method for prognostic estimation of field data of smaller sizes. 
 

Table 1: Computed fitted correlation values using the three Regression Methods for site 1 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Regression 

Type 

Estimation 

Parameters 

N=30 N=60 N=90 N=120 

 

 

Least Square 

 

Estimation 

Accuracy 

MAE=3.71 

MAPE=6.33 

RMSE=4.81  

MaxErr =10.84 

R=0.9947 

MAE=3.71 

MAPE=6.32 

RMSE=4.81  

MaxErr =13.06 

R=0.9932 

MAE=4.99 

MAPE=8.66 

RMSE=6.25 

MaxErr =20.15 

R=0.9881 

MAE=4.33 

MAPE=7.70  

RMSE=5.66 

MaxErr =20.12 

R=0.9895 

Regression 

model 

parameters 

70.39 

-0.04 

70.39 

-0.04 

62.28 

-0.012 

62.31 

-0.01 

 

 

 

 

Ridge 

 

Regression 

model 

parameters 

MAE=3.33 

MAPE=5.30 

RMSE=4.59  

MaxErr =10.83 

R=0.9947 

MAE=3.71 

MAPE=6.32 

RMSE=4.82  

MaxErr =13.29 

R=0.99432 

MAE=4.99 

MAPE=8.66  

RMSE=6.26  

MaxErr =20.15 

R=0.9881 

MAE=4.33 

MAPE=7.70 

RMSE=5.66 

MaxErr =20.13 

R=0.9895 

Regression 

parameters 

74.05 

-0.076 

69.94 

-0.045 

62.22 

-0.01 

62.24 

-0.01 

 

 

 

 

Lasso 

 

Estimation 

Accuracy 

MAE=3.70 

MAPE=6.32 

RMSE=4.81 

MaxErr =10.76 

R=0.9947 

MAE=3.70 

MAPE=6.32 

RMSE=4.81  

MaxErr =13.24 

R=0.9932 

MAE=4.98 

MAPE=8.64 

RMSE=6.26 

MaxErr =20.31 

R=0.9881 

MAE=4.34 

MAPE=7.70 

RMSE=5.66 

MaxErr =20.27 

R=0.9941 

Regression 

model 

parameters 

70.1 

-0.04 

70.39 

-0.046 

62.11 

-0.01 

62.31 

-0.01 
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Table 2:Computed fitted correlation values using the three Regression Methods for site 2 

 

 

 
Figure 1 (a):linear regression fitting of E- field 

strength data size of 30, for site 1 

 

 
Figure 1 (b):Linear correlation fitting of E- field 

strength data size of 30, for site 1  

 

 
Figure 2 (a): Ridge regression fitting of E- field 

strength data size of 30, for site 1 

 

 

 
Figure 2 (b): Ridge correlation fitting of E- field 
strength data size of 30, for site 1 

 

Regression 

Type 

Estimation 

Parameters 

N=30 N=60 N=90 N=120 

 

 

Least Square 

 

Estimation 

Accuracy 

MAE=3.27 

MAPE=6.12 

RMSE=4.17  

MaxErr =10.35 

R=0.9941 

MAE=3.48 

MAPE=6.87 

RMSE=4.53 

MaxErr =10.85 

R=0.9922 

MAE=2.94 

MAPE=5.97 

RMSE=3.99  

MaxErr =10.69 

R=0.9933 

MAE=2.79 

MAPE=5.96 

RMSE=3.72  MaxErr 

=10.63 

R=0.9935 

Regression 

model 

parameters 

64.23 

-0.05 

58.60 

-0.02 

58.60 

-0.023 

56.99 

-0.01 

 

 

 

 

Ridge 

 

Estimation 

Accuracy 

MAE=3.25 

MAPE=6.07 

RMSE=4.17 

MaxErr =10.22 

R=0.9941 

MAE=3.47 

MAPE=6.84 

RMSE=4.53 

MaxErr =10.82 

R=0.9921 

MAE=2.94 

MAPE=5.97 

RMSE=3.99  

MaxErr =10.62 

R=0.9941 

MAE=2.79 

MAPE=5.96 

RMSE=3.73  MaxErr 

=10.6 

R=0.9933 

Regression 

model 

parameters 

63.99 

-0.05 

58.37 

-0.02 

57.69 

-0.02 

56.85 

-0.01 

 

 

 

 

Lasso 

 

Estimation 

Accuracy 

MAE=3.26 

MAPE=6.09 

RMSE=4.17  

MaxErr =10.32 

R=0.9941 

MAE=3.48 

MAPE=6.85 

RMSE=4.53 

MaxErr =10.78 

R=0.9921 

MAE=2.94 

MAPE=5.97 

RMSE=3.99  

MaxErr =10.60 

R=0.9933 

MAE=2.79 

MAPE=5.96 

RMSE=3.73  MaxErr 

=10.80 

R=0.9933 

Regression 

model 

parameters 

64.46 

-0.05 

58.41 

-0.02 

57.73 

-0.02 

56.81 

-0.01 
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Figure 3 (a):Lasso regression fitting of E- field 
strength data size of 30, for site 1 

 
Figure 3 (b):Lasso correlation fitting of E- field 

strength data size of 30, for site 1  
 

 
Figure 4 (a):Linear regression fitting of E- field 

strength data size of 60, for site 1 

 

 
Figure 4 (b):Linearcorrelation fitting of E- field 
strength data size of 60, for site 1 

 

 
Figure 5 (a):Ridge regression fitting of E- field 

strength data size of 60, for site 1 

 
Figure 6 (b):Ridge correlation fitting of E- field 

strength data size of 60, for site 1 
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Figure 7 (a):Ridge regression fitting of E- field 

strength data size of 60, for site 1 

 
Figure 7:Lasso correlation fitting of E- field 
strength data size of 60, for site 1 

 

 
Figure 8 (a):Linear regression fitting of E- field 
strength data size of 90, for site 1 

 

 
Figure 8 (b):Linear correlation fitting of E- field 

strength data size of 90, for site 1 

 

 
Figure 9 (a):Ridge regression fitting of E- field 

strength data size of 90, for site 1 

 

 
Figure 9 (b):Ridge correlation fitting of E- field 
strength data size of 90, for site 1 
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Figure 10 (a):Lasso regression fitting of E- field 

strength data size of 90, for site 1 

 

 
Figure 10 (b):Lasso correlation fitting of E- field 

strength data size of 90, for site 1 

 

 
Figure 11 (a):Linear regression fitting of E- field 

strength data size of 120, for site 1 

 

 
Figure 11 (b):Linear correlation fitting of E- field 

strength data size of 120, for site 1 
 

 
Figure 12 (a):Ridge regression fitting of E- field 

strength data size of 120, for site 1 

 

 
Figure 12 (b):Ridge correlation fitting of E- field 

strength data size of 120, for site 1 
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Figure 13 (a):Lasso regression fitting of E- field 

strength data size of 120, for site 1 

 

 
Figure 13 (b): Lasso correlation fitting of E- field 

strength data size of 120, for site 1 

 
Figure 14 (a):Linear regression fitting of E- field 

strength data size of 30, for site 2 
 

 
Figure 14 (b):Linear correlation fitting of E- field 

strength data size of 30, for site 2 

 

 
Figure 15 (a):Linear regression fitting of E- field 

strength data size of 30, for site 2 

 

 
Figure 15 (b):Ridge correlation fitting of E- field 

strength data size of 30, for site 2 
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Figure 16 (a):Lasso regression fitting of E- field 

strength data size of 30, for site 2 

 

 
Figure 16 (b):Lasso correlation fitting of E- field 

strength data size of 30, for site 2 

 

 
Figure 17 (a):Linear regression fitting of E- field 

strength data size of 60, for site 2 

 

 
Figure 17 (b):Linear correlation fitting of E- field 

strength data size of 60, for site 2 

 

 
Figure 18 (a):Ridge regression fitting of E- field 

strength data size of 600, for site 2 

 
Figure 18 (b):Ridge correlation fitting of E- field 

strength data size of 60, for site 2 
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Figure 19 (a):Lasso regression fitting of E- field 

strength data size of 60, for site 2 

 

 
Figure 19 (b):Lasso correlation fitting of E- field 

strength data size of 60, for site 2 

 
Figure 20 (a):Linear Regression fitting of E- field 

strength data size of 90, for site 2 

 

 
Figure 20 (b):Linear correlation fitting of E- field 

strength data size of 90, for site 2 

 

 
Figure 21 (a):Ridge regression fitting of E- field 

strength data size of 90, for site 2 

 

 
Figure 21 (b):Ridge correlation fitting of E- field 
strength data size of 90, for site 2 
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Figure 22 (a):Lasso Regression fitting of E- field 

strength data size of 90, for site 2 

 

 
Figure 22 (b):Lasso correlation fitting of E- field 

strength data size of 90, for site 2 

 

 
Figure 23 (a):Linear Regression fitting of E- field 

strength data size of 120, for site 2 

 

 
Figure 23 (a):Linear correlation fitting of E- field 

strength data size of 120, for site 2 

 

 
Figure 24 (a):Ridgecorrelation fitting of E- field 
strength data size of 120, for site 2 

 
Figure 24 (b):Ridge correlation fitting of E- field 

strength data size of 120, for site 2 
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Figure 25 (a):Lasso Regression fitting of E- field 

strength data size of 120, for site 2 

 

 
Figure 25 (b): Lasso correlation fitting of E- field 

strength data size of 120, for site 2

II. Conclusion 
Many Regression methods have been applied to quantitatively study and estimate trends in field 

strength data set. This study focused on the application of linear, ridge and lasso regression modelling 

techniques to estimate measured field strength data variability trend. Specifically, the linear, ridge and lasso 

methods have been employed to model and estimate the measured field strength, ranging from 30 to 120 data 

sizes acquired from two transmitting eNodeB LTE cell sites in a typical urban environment. The estimation 

results revealed that the ridge regression methodrelatively outperform the lasso and ordinary least square 

regression model, especially at lower field strength data sizes.  
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